Chapter 15

The Chromosomal Basis of Inheritance

Lecture Outline

Overview

· Today we know that genes—Gregor Mendel’s “hereditary factors”—are located on chromosomes.

· A century ago, the relationship of genes and chromosomes was not so obvious.

· Many biologists were skeptical about Mendel’s laws of segregation and independent assortment until evidence mounted that they had a physical basis in the behavior of chromosomes.

A. Relating Mendelian Inheritance to the Behavior of Chromosomes

1. Mendelian inheritance has its physical basis in the behavior of chromosomes during sexual life cycles.

· Around 1900, cytologists and geneticists began to see parallels between the behavior of chromosomes and the behavior of Mendel’s factors.

· Using improved microscopy techniques, cytologists worked out the process of mitosis in 1875 and meiosis in the 1890s.

· Chromosomes and genes are both present in pairs in diploid cells.

· Homologous chromosomes separate and alleles segregate during meiosis.

· Fertilization restores the paired condition for both chromosomes and genes.

· Around 1902, Walter Sutton, Theodor Boveri, and others noted these parallels and a chromosome theory of inheritance began to take form:

· Genes occupy specific loci on chromosomes.

· Chromosomes undergo segregation during meiosis.

· Chromosomes undergo independent assortment during meiosis.

· The behavior of homologous chromosomes during meiosis can account for the segregation of the alleles at each genetic locus to different gametes.

· The behavior of nonhomologous chromosomes can account for the independent assortment of alleles for two or more genes located on different chromosomes.

2. Morgan traced a gene to a specific chromosome.

· In the early 20th century, Thomas Hunt Morgan was the first geneticist to associate a specific gene with a specific chromosome.

· Like Mendel, Morgan made an insightful choice in his experimental animal. Morgan worked with Drosophila melanogaster, a fruit fly that eats fungi on fruit.

· Fruit flies are prolific breeders and have a generation time of two weeks.

· Fruit flies have three pairs of autosomes and a pair of sex chromosomes (XX in females, XY in males).

· Morgan spent a year looking for variant individuals among the flies he was breeding.

· He discovered a single male fly with white eyes instead of the usual red.

· The normal character phenotype is the wild type.
· Alternative traits are called mutant phenotypes because they are due to alleles that originate as mutations in the wild-type allele.

· When Morgan crossed his white-eyed male with a red-eyed female, all the F1 offspring had red eyes, suggesting that the red allele was dominant to the white allele.

· Crosses between the F1 offspring produced the classic 3:1 phenotypic ratio in the F2 offspring.

· Surprisingly, the white-eyed trait appeared only in F2 males.

· All the F2 females and half the F2 males had red eyes.

· Morgan concluded that a fly’s eye color was linked to its sex.

· Morgan deduced that the gene with the white-eyed mutation is on the X chromosome, with no corresponding allele present on the Y chromosome.

· Females (XX) may have two red-eyed alleles and have red eyes or may be heterozygous and have red eyes.

· Males (XY) have only a single allele. They will be red-eyed if they have a red-eyed allele or white-eyed if they have a white-eyed allele.

3. Linked genes tend to be inherited together because they are located on the same chromosome.

· Each chromosome has hundreds or thousands of genes.

· Genes located on the same chromosome that tend to be inherited together are called linked genes.
· Results of crosses with linked genes deviate from those expected according to independent assortment.

· Morgan observed this linkage and its deviations when he followed the inheritance of characters for body color and wing size.

· The wild-type body color is gray (b+), and the mutant is black (b).

· The wild-type wing size is normal (vg+), and the mutant has vestigial wings (vg).

· The mutant alleles are recessive to the wild-type alleles.

· Neither gene is on a sex chromosome.

· Morgan crossed F1 heterozygous females (b+bvg+vg) with homozygous recessive males (bbvgvg).

· According to independent assortment, this should produce 4 phenotypes in a 1:1:1:1 ratio.

· Surprisingly, Morgan observed a large number of wild-type (gray-normal) and double-mutant (black-vestigial) flies among the offspring.

· These phenotypes are those of the parents.

· Morgan reasoned that body color and wing shape are usually inherited together because the genes for these characters are on the same chromosome.

· The other two phenotypes (gray-vestigial and black-normal) were fewer than expected from independent assortment (but totally unexpected from dependent assortment).

· What led to this genetic recombination, the production of offspring with new combinations of traits?

4. Independent assortment of chromosomes and crossing over produce genetic recombinants.

· Genetic recombination can result from independent assortment of genes located on nonhomologous chromosomes or from crossing over of genes located on homologous chromosomes.

· Mendel’s dihybrid cross experiments produced offspring that had a combination of traits that did not match either parent in the P generation.

· If the P generation consists of a yellow-round seed parent (YYRR) crossed with a green-wrinkled seed parent (yyrr), all F1 plants have yellow-round seeds (YyRr).

· A cross between an F1 plant and a homozygous recessive plant (a testcross) produces four phenotypes.

· Half are the parental types, with phenotypes that match the original P parents, with either yellow-round seeds or green-wrinkled seeds.

· Half are recombinants, new combinations of parental traits, with yellow-wrinkled or green-round seeds.

· A 50% frequency of recombination is observed for any two genes located on different (nonhomologous) chromosomes.

· The physical basis of recombination between unlinked genes is the random orientation of homologous chromosomes at metaphase I of meiosis, which leads to the independent assortment of alleles.

· The F1 parent (YyRr) produces gametes with four different combinations of alleles: YR, Yr, yR, and yr.

· The orientation of the tetrad containing the seed-color gene has no bearing on the orientation of the tetrad with the seed-shape gene.

· In contrast, linked genes, genes located on the same chromosome, tend to move together through meiosis and fertilization.

· Under normal Mendelian genetic rules, we would not expect linked genes to recombine into assortments of alleles not found in the parents.

· If the seed color and seed coat genes were linked, we would expect the F1 offspring to produce only two types of gametes, YR and yr, when the tetrads separate.

· One homologous chromosome carries the Y and R alleles on the same chromosome, and the other homologous chromosome carries the y and r alleles.

· The results of Morgan’s testcross for body color and wing shape did not conform to either independent assortment or complete linkage.

· Under independent assortment, the testcross should produce a 1:1:1:1 phenotypic ratio.

· If completely linked, we should expect to see a 1:1:0:0 ratio with only parental phenotypes among offspring.

· Most of the offspring had parental phenotypes, suggesting linkage between the genes.

· However, 17% of the flies were recombinants, suggesting incomplete linkage.

· Morgan proposed that some mechanism must occasionally break the physical connection between genes on the same chromosome.

· This process, called crossing over, accounts for the recombination of linked genes.

· Crossing over occurs while replicated homologous chromosomes are paired during prophase of meiosis I.

· One maternal and one paternal chromatid break at corresponding points and then rejoin with each other.

· The occasional production of recombinant gametes during meiosis accounts for the occurrence of recombinant phenotypes in Morgan’s testcross.

· The percentage of recombinant offspring, the recombination frequency, is related to the distance between linked genes.

5. Geneticists can use recombination data to map a chromosome’s genetic loci.

· One of Morgan’s students, Alfred Sturtevant, used crossing over of linked genes to develop a method for constructing a genetic map, an ordered list of the genetic loci along a particular chromosome.

· Sturtevant hypothesized that the frequency of recombinant offspring reflected the distance between genes on a chromosome.

· He assumed that crossing over is a random event, and that the chance of crossing over is approximately equal at all points on a chromosome.

· Sturtevant predicted that the farther apart two genes are, the higher the probability that a crossover will occur between them, and therefore, the higher the recombination frequency.
· The greater the distance between two genes, the more points there are between them where crossing over can occur.

· Sturtevant used recombination frequencies from fruit fly crosses to map the relative position of genes along chromosomes.

· A genetic map based on recombination frequencies is called a linkage map.
· Sturtevant used the testcross design to map the relative position of three fruit fly genes, body color (b), wing size (vg), and eye color (cn).

· The recombination frequency between cn and b is 9%.

· The recombination frequency between cn and vg is 9.5%.

· The recombination frequency between b and vg is 17%.

· The only possible arrangement of these three genes places the eye color gene between the other two.

· Sturtevant expressed the distance between genes, the recombination frequency, as map units.
· One map unit (called a centimorgan) is equivalent to a 1% recombination frequency.

· You may notice that the three recombination frequencies in our mapping example are not quite additive: 9% (b-cn) + 9.5% (cn-vg) > 17% (b-vg).

· This results from multiple crossing over events.

· A second crossing over “cancels out” the first and reduces the observed number of recombinant offspring.

· Genes father apart (for example, b-vg) are more likely to experience multiple crossing over events.

· Some genes on a chromosome are so far apart that a crossover between them is virtually certain.

· In this case, the frequency of recombination reaches its maximum value of 50% and the genes behave as if found on separate chromosomes.

· In fact, two genes studied by Mendel—for seed color and flower color—are located on the same chromosome but still assort independently.

· Genes located far apart on a chromosome are mapped by adding the recombination frequencies between the distant genes and the intervening genes.

· Sturtevant and his colleagues were able to map the linear positions of genes in Drosophila into four groups, one for each chromosome.

· A linkage map provides an imperfect picture of a chromosome.

· Map units indicate relative distance and order, not precise locations of genes.

· The frequency of crossing over is not actually uniform over the length of a chromosome.

· A linkage map does portray the order of genes along a chromosome, but does not accurately portray the precise location of those genes.

· Combined with other methods like chromosomal banding, geneticists can develop cytogenetic maps of chromosomes.

· These indicate the positions of genes with respect to chromosomal features.

· Recent techniques show the physical distances between gene loci in DNA nucleotides.

B. Sex Chromosomes

1. The chromosomal basis of sex varies with the organism.

· Although the anatomical and physiological differences between women and men are numerous, the chromosomal basis of sex is rather simple.

· In humans and other mammals, there are two varieties of sex chromosomes, X and Y.

· An individual who inherits two X chromosomes usually develops as a female.

· An individual who inherits an X and a Y chromosome usually develops as a male.

· Other animals have different methods of sex determination.

· The X-0 system is found in some insects. Females are XX, males are X.

· In birds, some fishes, and some insects, females are ZW and males are ZZ.

· In bees and ants, females are diploid and males are haploid.

· In the X-Y system, the Y chromosome is much smaller than the X chromosome.

· Only relatively short segments at either end of the Y chromosome are homologous with the corresponding regions of the X chromosome.

· The X and Y rarely cross over.

· In both testes (XY) and ovaries (XX), the two sex chromosomes segregate during meiosis, and each gamete receives one.

· Each ovum receives an X chromosome.

· Half the sperm cells receive an X chromosome, and half receive a Y chromosome.

· Because of this, each conception has about a fifty-fifty chance of producing a particular sex.

· If a sperm cell bearing an X chromosome fertilizes an ovum, the resulting zygote is female (XX).

· If a sperm cell bearing a Y chromosome fertilizes an ovum, the resulting zygote is male (XY).

· In humans, the anatomical signs of sex first appear when the embryo is about two months old.

· In 1990, a British research team identified a gene on the Y chromosome required for the development of testes.

· They named the gene SRY (sex-determining region of the Y chromosome).

· In individuals with the SRY gene, the generic embryonic gonads develop into testes.

· Activity of the SRY gene triggers a cascade of biochemical, physiological, and anatomical features because it regulates many other genes.

· Other genes on the Y chromosome are necessary for the production of functional sperm.

· In the absence of these genes, an XY individual is male but does not produce normal sperm.

· In individuals lacking the SRY gene, the generic embryonic gonads develop into ovaries.

2. Sex-linked genes have unique patterns of inheritance.

· In addition to their role in determining sex, the sex chromosomes, especially the X chromosome, have genes for many characters unrelated to sex.

· A gene located on either sex chromosome is called a sex-linked gene.
· In humans, the term refers to a gene on the X chromosome.

· Human sex-linked genes follow the same pattern of inheritance as Morgan’s white-eye locus in Drosophila.

· Fathers pass sex-linked alleles to all their daughters but none of their sons.

· Mothers pass sex-linked alleles to both sons and daughters.

· If a sex-linked trait is due to a recessive allele, a female will express this phenotype only if she is homozygous.

· Heterozygous females are carriers for the recessive trait.

· Because males have only one X chromosome (hemizygous), any male receiving the recessive allele from his mother will express the recessive trait.

· The chance of a female inheriting a double dose of the mutant allele is much less than the chance of a male inheriting a single dose.

· Therefore, males are far more likely to exhibit sex-linked recessive disorders than are females.

· For example, color blindness is a mild disorder inherited as a sex-linked trait.

· A color-blind daughter may be born to a color-blind father whose mate is a carrier.

· However, the odds of this are fairly low.

· Several serious human disorders are sex-linked.

· Duchenne muscular dystrophy affects one in 3,500 males born in the United States.

· Affected individuals rarely live past their early 20s.

· This disorder is due to the absence of an X-linked gene for a key muscle protein called dystrophin.

· The disease is characterized by a progressive weakening of the muscles and a loss of coordination.

· Hemophilia is a sex-linked recessive disorder defined by the absence of one or more proteins required for blood clotting.

· These proteins normally slow and then stop bleeding.

· Individuals with hemophilia have prolonged bleeding because a firm clot forms slowly.

· Bleeding in muscles and joints can be painful and can lead to serious damage.

· Today, people with hemophilia can be treated with intravenous injections of the missing protein.

· Although female mammals inherit two X chromosomes, only one X chromosome is active.

· Therefore, males and females have the same effective dose (one copy) of genes on the X chromosome.

· During female development, one X chromosome per cell condenses into a compact object called a Barr body.
· Most of the genes on the Barr-body chromosome are not expressed.

· The condensed Barr-body chromosome is reactivated in ovarian cells that produce ova.

· Mary Lyon, a British geneticist, demonstrated that selection of which X chromosome will form the Barr body occurs randomly and independently in embryonic cells at the time of X inactivation.

· As a consequence, females consist of a mosaic of two types of cells, some with an active paternal X chromosome, others with an active maternal X chromosome.

· After an X chromosome is inactivated in a particular cell, all mitotic descendants of that cell will have the same inactive X.

· If a female is heterozygous for a sex-linked trait, approximately half her cells will express one allele, and the other half will express the other allele.

· In humans, this mosaic pattern is evident in women who are heterozygous for an X-linked mutation that prevents the development of sweat glands.

· A heterozygous woman will have patches of normal skin and skin patches lacking sweat glands.

· Similarly, the orange-and-black pattern on tortoiseshell cats is due to patches of cells expressing an orange allele while other patches have a nonorange allele.

· X inactivation involves modification of the DNA by attachment of methyl (—CH3) groups to cytosine nucleotides on the X chromosome that will become the Barr body.

· Researchers have discovered a gene called XIST (X-inactive specific transcript).

· This gene is active only on the Barr-body chromosome and produces multiple copies of an RNA molecule that attach to the X chromosome on which they were made.

· This initiates X inactivation.

· The mechanism that connects XIST RNA and DNA methylation is unknown.

· What determines which of the two X chromosomes has an active XIST gene is also unknown.

C. Errors and Exceptions in Chromosomal Inheritance

· Physical and chemical disturbances can damage chromosomes in major ways.

· Errors during meiosis can alter chromosome number in a cell.

· Plants tolerate genetic defects to a greater extent that do animals.

1. Alterations of chromosome number cause some genetic disorders.

· Nondisjunction occurs when problems with the meiotic spindle cause errors in daughter cells.

· This may occur if tetrad chromosomes do not separate properly during meiosis I.

· Alternatively, sister chromatids may fail to separate during meiosis II.

· As a consequence of nondisjunction, one gamete receives two of the same type of chromosome, and another gamete receives no copy.

· Offspring resulting from fertilization of a normal gamete with one produced by nondisjunction will have an abnormal chromosome number, a condition known as aneuploidy.
· Trisomic cells have three copies of a particular chromosome type and have 2n + 1 total chromosomes.

· Monosomic cells have only one copy of a particular chromosome type and have 2n − 1 chromosomes.

· If the organism survives, aneuploidy typically leads to a distinct phenotype.

· Aneuploidy can also occur during failures of the mitotic spindle.

· If this happens early in development, the aneuploid condition will be passed along by mitosis to a large number of cells.

· This is likely to have a substantial effect on the organism.

· Organisms with more than two complete sets of chromosomes are polyploid.
· This may occur when a normal gamete fertilizes another gamete in which there has been nondisjunction of all its chromosomes.

· The resulting zygote would be triploid (3n).

· Alternatively, if a 2n zygote failed to divide after replicating its chromosomes, a tetraploid (4n) embryo would result from subsequent successful cycles of mitosis.

· Polyploidy is relatively common among plants and much less common among animals, although it is known to occur in fishes and amphibians.

· The spontaneous origin of polyploid individuals plays an important role in the evolution of plants.

· Both fishes and amphibians have polyploid species.

· Recently, researchers in Chile have identified a new rodent species that may be tetraploid.

· Polyploids are more nearly normal in phenotype than aneuploids.

· One extra or missing chromosome apparently upsets the genetic balance during development more than does an entire extra set of chromosomes.

2. Alterations of chromosome structure cause some genetic disorders.

· Breakage of a chromosome can lead to four types of changes in chromosome structure.

· A deletion occurs when a chromosome fragment lacking a centromere is lost during cell division.

· This chromosome will be missing certain genes.

· A duplication occurs when a fragment becomes attached as an extra segment to a sister chromatid.

· Alternatively, a detached fragment may attach to a nonsister chromatid of a homologous chromosome.

· In this case, the duplicated segments will not be identical if the homologues carry different alleles.

· An inversion occurs when a chromosomal fragment reattaches to the original chromosome, but in the reverse orientation.

· In translocation, a chromosomal fragment joins a nonhomologous chromosome.

· Deletions and duplications are especially likely to occur during meiosis.

· Homologous chromatids may break and rejoin at incorrect places during crossing over, so that one chromatid loses more genes than it receives.

· The products of such a nonreciprocal crossover are one chromosome with a deletion and one chromosome with a duplication.

· A diploid embryo that is homozygous for a large deletion or a male with a large deletion to its single X chromosome is usually missing many essential genes.

· This is usually lethal.

· Duplications and translocations are typically harmful.

· Reciprocal translocation or inversion can alter phenotype because a gene’s expression is influenced by its location among neighboring genes.

3. Human disorders are due to chromosome alterations.

· Several serious human disorders are due to alterations of chromosome number and structure.

· Although the frequency of aneuploid zygotes may be quite high in humans, most of these alterations are so disastrous to development that the embryos are spontaneously aborted long before birth.

· Severe developmental problems result from an imbalance among gene products.

· Certain aneuploid conditions upset the balance less, making survival to birth and beyond possible.

· Surviving individuals have a set of symptoms—a syndrome—characteristic of the type of aneuploidy.

· Genetic disorders caused by aneuploidy can be diagnosed before birth by fetal testing.

· One aneuploid condition, Down syndrome, is due to three copies of chromosome 21 or trisomy 21.
· It affects one in 700 children born in the United States.

· Although chromosome 21 is the smallest human chromosome, trisomy 21 severely alters an individual’s phenotype in specific ways.

· Individuals with Down syndrome have characteristic facial features, short stature, heart defects, susceptibility to respiratory infection, mental retardation, and increased risk of developing leukemia and Alzheimer’s disease.

· Most are sexually underdeveloped and sterile.

· Most cases of Down syndrome result from nondisjunction during gamete production in one parent.

· The frequency of Down syndrome increases with the age of the mother.

· This may be linked to some age-dependent abnormality in the spindle checkpoint during meiosis I, leading to nondisjunction.

· Trisomies of other chromosomes also increase in incidence with maternal age, but it is rare for infants with these autosomal trisomies to survive for long.

· Nondisjunction of sex chromosomes produces a variety of aneuploid conditions in humans.

· This aneuploidy upsets the genetic balance less severely that autosomal aneuploidy.

· This may be because the Y chromosome contains relatively few genes and because extra copies of the X chromosome become inactivated as Barr bodies in somatic cells.

· An XXY male has Klinefelter’s syndrome, which occurs once in every 2,000 live births.

· These individuals have male sex organs, but have abnormally small testes and are sterile.

· Although the extra X is inactivated, some breast enlargement and other female characteristics are common.

· Affected individuals have normal intelligence.

· Males with an extra Y chromosome (XYY) tend to be somewhat taller than average.

· Trisomy X (XXX), which occurs once in every 2,000 live births, produces healthy females.

· Monosomy X or Turner syndrome (X0) occurs once in every 5,000 births.

· This is the only known viable monosomy in humans.

· X0 individuals are phenotypically female but are sterile because their sex organs do not mature.

· When provided with estrogen replacement therapy, girls with Turner syndrome develop secondary sex characteristics.

· Most are of normal intelligence.

· Structural alterations of chromosomes can also cause human disorders.

· Deletions, even in a heterozygous state, can cause severe problems.

· One syndrome, cri du chat, results from a specific deletion in chromosome 5.

· These individuals are mentally retarded, have small heads with unusual facial features, and have a cry like the mewing of a distressed cat.

· This syndrome is fatal in infancy or early childhood.

· Chromosomal translocations between nonhomologous chromosomes are also associated with human disorders.

· Chromosomal translocations have been implicated in certain cancers, including chronic myelogenous leukemia (CML).
· CML occurs when a large fragment of chromosome 22 switches places with a small fragment from the tip of chromosome 9.

· The resulting short, easily recognized chromosome 22 is called the Philadelphia chromosome.
4. The phenotypic effects of some mammalian genes depend on whether they are inherited from the mother or the father.

· For most genes, it is a reasonable assumption that a specific allele will have the same effect regardless of whether it is inherited from the mother or father.

· However, for a few dozen mammalian traits, phenotype varies depending on which parent passed along the alleles for those traits.

· The genes involved are not necessarily sex linked and may or may not lie on the X chromosome.

· Variation in phenotype depending on whether an allele is inherited from the male or female parent is called genomic imprinting.
· Genomic imprinting occurs during formation of gametes and results in the silencing of certain genes.

· Imprinted genes are not expressed.

· Because different genes are imprinted in sperm and ova, some genes in a zygote are maternally imprinted, and others are paternally imprinted.

· These maternal and paternal imprints are transmitted to all body cells during development.

· For a maternally imprinted gene, only the paternal allele is expressed.

· For a paternally imprinted gene, only the maternal allele is expressed.

· Patterns of imprinting are characteristic of a given species.

· The gene for insulin-like growth factor 2 (Igf2) is one of the first imprinted genes to be identified.

· Although the growth factor is required for normal prenatal growth, only the paternal allele is expressed.

· Evidence that the Igf2 allele is imprinted initially came from crosses between wild-type mice and dwarf mice homozygous for a recessive mutation in the Igf2 gene.

· The phenotypes of heterozygous offspring differ, depending on whether the mutant allele comes from the mother or the father.

· The Igf2 allele is imprinted in eggs, turning off expression of the imprinted allele.

· In sperm, the Igf2 allele is not imprinted and functions normally.

· What exactly is a genomic imprint?

· In many cases, it consists of methyl (—CH3) groups that are added to the cytosine nucleotides of one of the alleles.

· The hypothesis that methylation directly silences an allele is consistent with the evidence that heavily methylated genes are usually inactive.

· Other mechanisms may lead to silencing of imprinted genes.

· Most of the known imprinted genes are critical for embryonic development.

· In experiments with mice, embryos engineered to inherit both copies of certain chromosomes from the same parent die before birth, whether their lone parent is male or female.

· Normal development requires that embryonic cells have one active copy of certain genes.

· Aberrant imprinting is associated with abnormal development and certain cancers.

5. Extranuclear genes exhibit a non-Mendelian pattern of inheritance.

· Not all of a eukaryote cell’s genes are located on nuclear chromosomes, or even in the nucleus.

· Extranuclear genes are found in small circles of DNA in mitochondria and chloroplasts.

· These organelles reproduce themselves and transmit their genes to daughter organelles.

· Their cytoplasmic genes do not display Mendelian inheritance, because they are not distributed to offspring according to the same rules that direct distribution of nuclear chromosomes during meiosis.

· Karl Correns first observed cytoplasmic genes in plants in 1909 when he studied the inheritance of patches of yellow or white on the leaves of an otherwise green plant.

· He determined that the coloration of the offspring was determined by only the maternal parent.

· These coloration patterns are due to genes in the plastids that are inherited only via the ovum, not via the sperm nucleus in the pollen.

· Because a zygote inherits all its mitochondria from the ovum, all mitochondrial genes in mammals demonstrate maternal inheritance.

· Several rare human disorders are produced by mutations to mitochondrial DNA.

· These primarily impact ATP supply by producing defects in the electron transport chain or ATP synthase.

· Tissues that require high energy supplies (the nervous system and muscles) may suffer energy deprivation from these defects.

· For example, a person with mitochondrial myopathy suffers weakness, intolerance of exercise, and muscle deterioration.

· Other mitochondrial mutations may contribute to diabetes, heart disease, and other diseases of aging.

Chapter 16

The Molecular Basis of Inheritance

Lecture Outline

Overview

· In April 1953, James Watson and Francis Crick shook the scientific world with an elegant double-helical model for the structure of deoxyribonucleic acid, or DNA.

· Your genetic endowment is the DNA you inherited from your parents.

· Nucleic acids are unique in their ability to direct their own replication.

· The resemblance of offspring to their parents depends on the precise replication of DNA and its transmission from one generation to the next.

· It is this DNA program that directs the development of your biochemical, anatomical, physiological, and (to some extent) behavioral traits.

A. DNA as the Genetic Material

1. The search for genetic material led to DNA.

· Once T. H. Morgan’s group showed that genes are located on chromosomes, the two constituents of chromosomes—proteins and DNA—were the candidates for the genetic material.

· Until the 1940s, the great heterogeneity and specificity of function of proteins seemed to indicate that proteins were the genetic material.

· However, this was not consistent with experiments with microorganisms, such as bacteria and viruses.

· The discovery of the genetic role of DNA began with research by Frederick Griffith in 1928.

· He studied Streptococcus pneumoniae, a bacterium that causes pneumonia in mammals.

· One strain, the R strain, was harmless.

· The other strain, the S strain, was pathogenic.

· Griffith mixed heat-killed S strain with live R strain bacteria and injected this into a mouse.

· The mouse died, and he recovered the pathogenic strain from the mouse’s blood.

· Griffith called this phenomenon transformation, a phenomenon now defined as a change in genotype and phenotype due to the assimilation of foreign DNA by a cell.

· For the next 14 years, scientists tried to identify the transforming substance.

· Finally in 1944, Oswald Avery, Maclyn McCarty, and Colin MacLeod announced that the transforming substance was DNA.

· Still, many biologists were skeptical.

· Proteins were considered better candidates for the genetic material.

· There was also a belief that the genes of bacteria could not be similar in composition and function to those of more complex organisms.

· Further evidence that DNA was the genetic material was derived from studies that tracked the infection of bacteria by viruses.

· Viruses consist of DNA (or sometimes RNA) enclosed by a protective coat of protein.

· To replicate, a virus infects a host cell and takes over the cell’s metabolic machinery.

· Viruses that specifically attack bacteria are called bacteriophages or just phages.
· In 1952, Alfred Hershey and Martha Chase showed that DNA was the genetic material of the phage T2.

· The T2 phage, consisting almost entirely of DNA and protein, attacks Escherichia coli (E. coli), a common intestinal bacteria of mammals.

· This phage can quickly turn an E. coli cell into a T2-producing factory that releases phages when the cell ruptures.

· To determine the source of genetic material in the phage, Hershey and Chase designed an experiment in which they could label protein or DNA and then track which entered the E. coli cell during infection.

· They grew one batch of T2 phage in the presence of radioactive sulfur, marking the proteins but not DNA.

· They grew another batch in the presence of radioactive phosphorus, marking the DNA but not proteins.

· They allowed each batch to infect separate E. coli cultures.

· Shortly after the onset of infection, they spun the cultured infected cells in a blender, shaking loose any parts of the phage that remained outside the bacteria.

· The mixtures were spun in a centrifuge, which separated the heavier bacterial cells in the pellet from lighter free phages and parts of phage in the liquid supernatant.

· They then tested the pellet and supernatant of the separate treatments for the presence of radioactivity.

· Hershey and Chase found that when the bacteria had been infected with T2 phages that contained radiolabeled proteins, most of the radioactivity was in the supernatant that contained phage particles, not in the pellet with the bacteria.

· When they examined the bacterial cultures with T2 phage that had radiolabeled DNA, most of the radioactivity was in the pellet with the bacteria.

· Hershey and Chase concluded that the injected DNA of the phage provides the genetic information that makes the infected cells produce new viral DNA and proteins to assemble into new viruses.

· The fact that cells double the amount of DNA in a cell prior to mitosis and then distribute the DNA equally to each daughter cell provided some circumstantial evidence that DNA was the genetic material in eukaryotes.

· Similar circumstantial evidence came from the observation that diploid sets of chromosomes have twice as much DNA as the haploid sets in gametes of the same organism.

· By 1947, Erwin Chargaff had developed a series of rules based on a survey of DNA composition in organisms.

· He already knew that DNA was a polymer of nucleotides consisting of a nitrogenous base, deoxyribose, and a phosphate group.

· The bases could be adenine (A), thymine (T), guanine (G), or cytosine (C).

· Chargaff noted that the DNA composition varies from species to species.

· In any one species, the four bases are found in characteristic, but not necessarily equal, ratios.

· He also found a peculiar regularity in the ratios of nucleotide bases that are known as Chargaff’s rules.
· In all organisms, the number of adenines was approximately equal to the number of thymines (%T = %A).

· The number of guanines was approximately equal to the number of cytosines (%G = %C).

· Human DNA is 30.9% adenine, 29.4% thymine, 19.9% guanine, and 19.8% cytosine.

· The basis for these rules remained unexplained until the discovery of the double helix.

2. Watson and Crick discovered the double helix by building models to conform to X-ray data.

· By the beginnings of the 1950s, the race was on to move from the structure of a single DNA strand to the three-dimensional structure of DNA.

· Among the scientists working on the problem were Linus Pauling in California and Maurice Wilkins and Rosalind Franklin in London.

· Maurice Wilkins and Rosalind Franklin used X-ray crystallography to study the structure of DNA.

· In this technique, X-rays are diffracted as they passed through aligned fibers of purified DNA.

· The diffraction pattern can be used to deduce the three-dimensional shape of molecules.

· James Watson learned from their research that DNA was helical in shape, and he deduced the width of the helix and the spacing of nitrogenous bases.

· The width of the helix suggested that it was made up of two strands, contrary to a three-stranded model that Linus Pauling had recently proposed.

· Watson and his colleague Francis Crick began to work on a model of DNA with two strands, the double helix.
· Using molecular models made of wire, they placed the sugar-phosphate chains on the outside and the nitrogenous bases on the inside of the double helix.

· This arrangement put the relatively hydrophobic nitrogenous bases in the molecule’s interior.

· The sugar-phosphate chains of each strand are like the side ropes of a rope ladder.

· Pairs of nitrogenous bases, one from each strand, form rungs.

· The ladder forms a twist every ten bases.

· The nitrogenous bases are paired in specific combinations: adenine with thymine and guanine with cytosine.

· Pairing like nucleotides did not fit the uniform diameter indicated by the X-ray data.

· A purine-purine pair is too wide, and a pyrimidine-pyrimidine pairing is too short.

· Only a pyrimidine-purine pairing produces the 2-nm diameter indicated by the X-ray data.

· In addition, Watson and Crick determined that chemical side groups of the nitrogenous bases would form hydrogen bonds, connecting the two strands.

· Based on details of their structure, adenine would form two hydrogen bonds only with thymine, and guanine would form three hydrogen bonds only with cytosine.

· This finding explained Chargaff’s rules.

· The base-pairing rules dictate the combinations of nitrogenous bases that form the “rungs” of DNA.

· However, this does not restrict the sequence of nucleotides along each DNA strand.

· The linear sequence of the four bases can be varied in countless ways.

· Each gene has a unique order of nitrogenous bases.

· In April 1953, Watson and Crick published a succinct, one-page paper in Nature reporting their double helix model of DNA.

B. DNA Replication and Repair

· The specific pairing of nitrogenous bases in DNA was the flash of inspiration that led Watson and Crick to the correct double helix.

· The possible mechanism for the next step, the accurate replication of DNA, was clear to Watson and Crick from their double helix model.
1. During DNA replication, base pairing enables existing DNA strands to serve as templates for new complementary strands.

· In a second paper, Watson and Crick published their hypothesis for how DNA replicates.

· Essentially, because each strand is complementary to the other, each can form a template when separated.

· The order of bases on one strand can be used to add complementary bases and therefore duplicate the pairs of bases exactly.

· When a cell copies a DNA molecule, each strand serves as a template for ordering nucleotides into a new complementary strand.

· One at a time, nucleotides line up along the template strand according to the base-pairing rules.

· The nucleotides are linked to form new strands.

· Watson and Crick’s model, semiconservative replication, predicts that when a double helix replicates, each of the daughter molecules will have one old strand and one newly made strand.

· Other competing models, the conservative model and the dispersive model, were also proposed.

· Experiments in the late 1950s by Matthew Meselson and Franklin Stahl supported the semiconservative model proposed by Watson and Crick over the other two models.

· In their experiments, they labeled the nucleotides of the old strands with a heavy isotope of nitrogen (15N), while any new nucleotides were indicated by a lighter isotope (14N).

· Replicated strands could be separated by density in a centrifuge.

· Each model—the semiconservative model, the conservative model, and the dispersive model—made specific predictions about the density of replicated DNA strands.

· The first replication in the 14N medium produced a band of hybrid (15N-14N) DNA, eliminating the conservative model.

· A second replication produced both light and hybrid DNA, eliminating the dispersive model and supporting the semiconservative model.

2. A large team of enzymes and other proteins carries out DNA replication.

· It takes E. coli 25 minutes to copy each of the 5 million base pairs in its single chromosome and divide to form two identical daughter cells.

· A human cell can copy its 6 billion base pairs and divide into daughter cells in only a few hours.

· This process is remarkably accurate, with only one error per ten billion nucleotides.

· More than a dozen enzymes and other proteins participate in DNA replication.

· Much more is known about replication in bacteria than in eukaryotes.

· The process appears to be fundamentally similar for prokaryotes and eukaryotes.

· The replication of a DNA molecule begins at special sites, origins of replication.
· In bacteria, this is a specific sequence of nucleotides that is recognized by the replication enzymes.

· These enzymes separate the strands, forming a replication “bubble.”

· Replication proceeds in both directions until the entire molecule is copied.

· In eukaryotes, there may be hundreds or thousands of origin sites per chromosome.

· At the origin sites, the DNA strands separate, forming a replication “bubble” with replication forks at each end.

· The replication bubbles elongate as the DNA is replicated, and eventually fuse.

· DNA polymerases catalyze the elongation of new DNA at a replication fork.

· As nucleotides align with complementary bases along the template strand, they are added to the growing end of the new strand by the polymerase.

· The rate of elongation is about 500 nucleotides per second in bacteria and 50 per second in human cells.

· In E. coli, two different DNA polymerases are involved in replication: DNA polymerase III and DNA polymerase I.

· In eukaryotes, at least 11 different DNA polymerases have been identified so far.

· Each nucleotide that is added to a growing DNA strand is a nucleoside triphosphate.

· Each has a nitrogenous base, deoxyribose, and a triphosphate tail.

· ATP is a nucleoside triphosphate with ribose instead of deoxyribose.

· Like ATP, the triphosphate monomers used for DNA synthesis are chemically reactive, partly because their triphosphate tails have an unstable cluster of negative charge.

· As each nucleotide is added to the growing end of a DNA strand, the last two phosphate groups are hydrolyzed to form pyrophosphate.

· The exergonic hydrolysis of pyrophosphate to two inorganic phosphate molecules drives the polymerization of the nucleotide to the new strand.

· The strands in the double helix are antiparallel.
· The sugar-phosphate backbones run in opposite directions.

· Each DNA strand has a 3’ end with a free hydroxyl group attached to deoxyribose and a 5’ end with a free phosphate group attached to deoxyribose.

· The 5’ ( 3’ direction of one strand runs counter to the 3’ ( 5’ direction of the other strand.

· DNA polymerases can only add nucleotides to the free 3’ end of a growing DNA strand.

· A new DNA strand can only elongate in the 5’ ( 3’ direction.

· Along one template strand, DNA polymerase III can synthesize a complementary strand continuously by elongating the new DNA in the mandatory 5’ ( 3’ direction.

· The DNA strand made by this mechanism is called the leading strand.
· The other parental strand (5’ ( 3’ into the fork), the lagging strand, is copied away from the fork.

· Unlike the leading strand, which elongates continuously, the lagging stand is synthesized as a series of short segments called Okazaki fragments.
· Okazaki fragments are about 1,000–2,000 nucleotides long in E. coli and 100–200 nucleotides long in eukaryotes.

· Another enzyme, DNA ligase, eventually joins the sugar-phosphate backbones of the Okazaki fragments to form a single DNA strand.

· DNA polymerases cannot initiate synthesis of a polynucleotide.

· They can only add nucleotides to the 3’ end of an existing chain that is base-paired with the template strand.

· The initial nucleotide chain is called a primer.
· In the initiation of the replication of cellular DNA, the primer is a short stretch of RNA with an available 3’ end.

· The primer is 5–10 nucleotides long in eukaryotes.

· Primase, an RNA polymerase, links ribonucleotides that are complementary to the DNA template into the primer.

· RNA polymerases can start an RNA chain from a single template strand.

· After formation of the primer, DNA pol III adds a deoxyribonucleotide to the 3’ end of the RNA primer and continues adding DNA nucleotides to the growing DNA strand according to the base-pairing rules.

· Returning to the original problem at the replication fork, the leading strand requires the formation of only a single primer as the replication fork continues to separate.

· For synthesis of the lagging strand, each Okazaki fragment must be primed separately.

· Another DNA polymerase, DNA polymerase I, replaces the RNA nucleotides of the primers with DNA versions, adding them one by one onto the 3’ end of the adjacent Okazaki fragment.

· The primers are converted to DNA before DNA ligase joins the fragments together.

· In addition to primase, DNA polymerases, and DNA ligases, several other proteins have prominent roles in DNA synthesis.

· Helicase untwists the double helix and separates the template DNA strands at the replication fork.

· This untwisting causes tighter twisting ahead of the replication fork, and topoisomerase helps relieve this strain.

· Single-strand binding proteins keep the unpaired template strands apart during replication.

· To summarize, at the replication fork, the leading strand is copied continuously into the fork from a single primer.

· The lagging strand is copied away from the fork in short segments, each requiring a new primer.

· It is conventional and convenient to think of the DNA polymerase molecules as moving along a stationary DNA template.

· In reality, the various proteins involved in DNA replication form a single large complex, a DNA replication “machine.”

· Many protein-protein interactions facilitate the efficiency of this machine.

· For example, helicase works much more rapidly when it is in contact with primase.

· The DNA replication machine is probably stationary during the replication process.

· In eukaryotic cells, multiple copies of the machine may anchor to the nuclear matrix, a framework of fibers extending through the interior of the nucleus.

· The DNA polymerase molecules “reel in” the parental DNA and “extrude” newly made daughter DNA molecules.

3. Enzymes proofread DNA during its replication and repair damage in existing DNA.

· Mistakes during the initial pairing of template nucleotides and complementary nucleotides occur at a rate of one error per 100,000 base pairs.

· DNA polymerase proofreads each new nucleotide against the template nucleotide as soon as it is added.

· If there is an incorrect pairing, the enzyme removes the wrong nucleotide and then resumes synthesis.

· The final error rate is only one per ten billion nucleotides.

· DNA molecules are constantly subject to potentially harmful chemical and physical agents.

· Reactive chemicals, radioactive emissions, X-rays, and ultraviolet light can change nucleotides in ways that can affect encoded genetic information.

· DNA bases may undergo spontaneous chemical changes under normal cellular conditions.

· Mismatched nucleotides that are missed by DNA polymerase or mutations that occur after DNA synthesis is completed can often be repaired.

· Each cell continually monitors and repairs its genetic material, with 100 repair enzymes known in E. coli and more than 130 repair enzymes identified in humans.

· In mismatch repair, special enzymes fix incorrectly paired nucleotides.

· A hereditary defect in one of these enzymes is associated with a form of colon cancer.

· In nucleotide excision repair, a nuclease cuts out a segment of a damaged strand.

· DNA polymerase and ligase fill in the gap.

· The importance of the proper functioning of repair enzymes is clear from the inherited disorder xeroderma pigmentosum.

· These individuals are hypersensitive to sunlight.

· Ultraviolet light can produce thymine dimers between adjacent thymine nucleotides.

· This buckles the DNA double helix and interferes with DNA replication.

· In individuals with this disorder, mutations in their skin cells are left uncorrected and cause skin cancer.

4. The ends of DNA molecules are replicated by a special mechanism.

· Limitations of DNA polymerase create problems for the linear DNA of eukaryotic chromosomes.

· The usual replication machinery provides no way to complete the 5’ ends of daughter DNA strands.

· Repeated rounds of replication produce shorter and shorter DNA molecules.

· Prokaryotes do not have this problem because they have circular DNA molecules without ends.

· The ends of eukaryotic chromosomal DNA molecules, the telomeres, have special nucleotide sequences.

· Telomeres do not contain genes. Instead, the DNA typically consists of multiple repetitions of one short nucleotide sequence.

· In human telomeres, this sequence is typically TTAGGG, repeated between 100 and 1,000 times.

· Telomeres protect genes from being eroded through multiple rounds of DNA replication.

· Telomeric DNA tends to be shorter in dividing somatic cells of older individuals and in cultured cells that have divided many times.

· It is possible that the shortening of telomeres is somehow connected with the aging process of certain tissues and perhaps to aging in general.

· Telomeric DNA and specific proteins associated with it also prevents the staggered ends of the daughter molecule from activating the cell’s system for monitoring DNA damage.

· Eukaryotic cells have evolved a mechanism to restore shortened telomeres in germ cells, which give rise to gametes.

· If the chromosomes of germ cells became shorter with every cell cycle, essential genes would eventually be lost.

· An enzyme called telomerase catalyzes the lengthening of telomeres in eukaryotic germ cells, restoring their original length.

· Telomerase uses a short molecule of RNA as a template to extend the 3’ end of the telomere.

· There is now room for primase and DNA polymerase to extend the 5’ end.

· It does not repair the 3’-end “overhang,” but it does lengthen the telomere.

· Telomerase is not present in most cells of multicellular organisms.

· Therefore, the DNA of dividing somatic cells and cultured cells tends to become shorter.

· Telomere length may be a limiting factor in the life span of certain tissues and of the organism.

· Normal shortening of telomeres may protect organisms from cancer by limiting the number of divisions that somatic cells can undergo.

· Cells from large tumors often have unusually short telomeres, because they have gone through many cell divisions.

· Active telomerase has been found in some cancerous somatic cells.

· This overcomes the progressive shortening that would eventually lead to self-destruction of the cancer.

· Immortal strains of cultured cells are capable of unlimited cell division.

· Telomerase may provide a useful target for cancer diagnosis and chemotherapy.

Chapter 17

From Gene to Protein

Lecture Outline

Overview

· The information content of DNA is in the form of specific sequences of nucleotides along the DNA strands.

· The DNA inherited by an organism leads to specific traits by dictating the synthesis of proteins.

· Gene expression, the process by which DNA directs protein synthesis, includes two stages called transcription and translation.

· Proteins are the links between genotype and phenotype.

· For example, Mendel’s dwarf pea plants lack a functioning copy of the gene that specifies the synthesis of a key protein, gibberellin.

· Gibberellins stimulate the normal elongation of stems.

A. The Connection between Genes and Proteins

1. The study of metabolic defects provided evidence that genes specify proteins.

· In 1909, Archibald Gerrod was the first to suggest that genes dictate phenotype through enzymes that catalyze specific chemical reactions in the cell.

· He suggested that the symptoms of an inherited disease reflect a person’s inability to synthesize a particular enzyme.

· He referred to such diseases as “inborn errors of metabolism.”

· Gerrod speculated that alkaptonuria, a hereditary disease, was caused by the absence of an enzyme that breaks down a specific substrate, alkapton.

· Research conducted several decades later supported Gerrod’s hypothesis.

· Progress in linking genes and enzymes rested on the growing understanding that cells synthesize and degrade most organic molecules in a series of steps, a metabolic pathway.

· In the 1930s, George Beadle and Boris Ephrussi speculated that each mutation affecting eye color in Drosophila blocks pigment synthesis at a specific step by preventing production of the enzyme that catalyzes that step.

· However, neither the chemical reactions nor the enzymes that catalyze them were known at the time.

· Beadle and Edward Tatum were finally able to establish the link between genes and enzymes in their exploration of the metabolism of a bread mold, Neurospora crassa.

· They bombarded Neurospora with X-rays and screened the survivors for mutants that differed in their nutritional needs.

· Wild-type Neurospora can grow on a minimal medium of agar, inorganic salts, glucose, and the vitamin biotin.

· Beadle and Tatum identified mutants that could not survive on minimal medium, because they were unable to synthesize certain essential molecules from the minimal ingredients.

· However, most of these nutritional mutants can survive on a complete growth medium that includes all 20 amino acids and a few other nutrients.

· One type of mutant required only the addition of arginine to the minimal growth medium.

· Beadle and Tatum concluded that this mutant was defective somewhere in the biochemical pathway that normally synthesizes arginine.

· They identified three classes of arginine-deficient mutants, each apparently lacking a key enzyme at a different step in the synthesis of arginine.

· They demonstrated this by growing these mutant strains in media that provided different intermediate molecules.

· Their results provided strong evidence for the one gene–one enzyme hypothesis.
· Later research refined the one gene–one enzyme hypothesis.

· First, not all proteins are enzymes.

· Keratin, the structural protein of hair, and insulin, a hormone, both are proteins and gene products.

· This tweaked the hypothesis to one gene–one protein.
· Later research demonstrated that many proteins are composed of several polypeptides, each of which has its own gene.

· Therefore, Beadle and Tatum’s idea has been restated as the one gene–one polypeptide hypothesis.
· Some genes code for RNA molecules that play important roles in cells although they are never translated into protein.

2. Transcription and translation are the two main processes linking gene to protein.

· Genes provide the instructions for making specific proteins.

· The bridge between DNA and protein synthesis is the nucleic acid RNA.

· RNA is chemically similar to DNA, except that it contains ribose as its sugar and substitutes the nitrogenous base uracil for thymine.

· An RNA molecule almost always consists of a single strand.

· In DNA or RNA, the four nucleotide monomers act like the letters of the alphabet to communicate information.

· The specific sequence of hundreds or thousands of nucleotides in each gene carries the information for the primary structure of proteins, the linear order of the 20 possible amino acids.

· To get from DNA, written in one chemical language, to protein, written in another, requires two major stages: transcription and translation.

· During transcription, a DNA strand provides a template for the synthesis of a complementary RNA strand.

· Just as a DNA strand provides a template for the synthesis of each new complementary strand during DNA replication, it provides a template for assembling a sequence of RNA nucleotides.

· Transcription of many genes produces a messenger RNA (mRNA) molecule.

· During translation, there is a change of language.

· The site of translation is the ribosome, complex particles that facilitate the orderly assembly of amino acids into polypeptide chains.

· Why can’t proteins be translated directly from DNA?

· The use of an RNA intermediate provides protection for DNA and its genetic information.

· Using an RNA intermediate allows more copies of a protein to be made simultaneously, since many RNA transcripts can be made from one gene.

· Also, each gene transcript can be translated repeatedly.

· The basic mechanics of transcription and translation are similar in eukaryotes and prokaryotes.

· Because bacteria lack nuclei, their DNA is not segregated from ribosomes and other protein-synthesizing equipment.

· This allows the coupling of transcription and translation.

· Ribosomes attach to the leading end of an mRNA molecule while transcription is still in progress.

· In a eukaryotic cell, transcription occurs in the nucleus, and translation occurs at ribosomes in the cytoplasm.

· The transcription of a protein-coding eukaryotic gene results in pre-mRNA.
· The initial RNA transcript of any gene is called a primary transcript.
· RNA processing yields the finished mRNA.

· To summarize, genes program protein synthesis via genetic messages in the form of messenger RNA.

· The molecular chain of command in a cell is DNA ( RNA ( protein.

3. In the genetic code, nucleotide triplets specify amino acids.

· If the genetic code consisted of a single nucleotide or even pairs of nucleotides per amino acid, there would not be enough combinations (4 and 16, respectively) to code for all 20 amino acids.

· Triplets of nucleotide bases are the smallest units of uniform length that can code for all the amino acids.

· With a triplet code, three consecutive bases specify an amino acid, creating 43 (64) possible code words.

· The genetic instructions for a polypeptide chain are written in DNA as a series of nonoverlapping three-nucleotide words.

· During transcription, one DNA strand, the template strand, provides a template for ordering the sequence of nucleotides in an RNA transcript.

· A given DNA strand can be the template strand for some genes along a DNA molecule, while for other genes in other regions, the complementary strand may function as the template.

· The complementary RNA molecule is synthesized according to base-pairing rules, except that uracil is the complementary base to adenine.

· Like a new strand of DNA, the RNA molecule is synthesized in an antiparallel direction to the template strand of DNA.

· The mRNA base triplets are called codons, and they are written in the 5’ ( 3’ direction.

· During translation, the sequence of codons along an mRNA molecule is translated into a sequence of amino acids making up the polypeptide chain.

· During translation, the codons are read in the 5’ ( 3’ direction along the mRNA.

· Each codon specifies which one of the 20 amino acids will be incorporated at the corresponding position along a polypeptide.

· Because codons are base triplets, the number of nucleotides making up a genetic message must be three times the number of amino acids making up the protein product.

· It takes at least 300 nucleotides to code for a polypeptide that is 100 amino acids long.

· The task of matching each codon to its amino acid counterpart began in the early 1960s.

· Marshall Nirenberg determined the first match: UUU coded for the amino acid phenylalanine.

· He created an artificial mRNA molecule entirely of uracil and added it to a test tube mixture of amino acids, ribosomes, and other components for protein synthesis.

· This “poly-U” translated into a polypeptide containing a single amino acid, phenylalanine, in a long chain.

· AAA, GGG, and CCC were solved in the same way.

· Other more elaborate techniques were required to decode mixed triplets such as AUA and CGA.

· By the mid-1960s the entire code was deciphered.

· Sixty-one of 64 triplets code for amino acids.

· The codon AUG not only codes for the amino acid methionine, but also indicates the “start” of translation.

· Three codons do not indicate amino acids but are “stop” signals marking the termination of translation.

· There is redundancy in the genetic code but no ambiguity.

· Several codons may specify the same amino acid, but no codon specifies more than one amino acid.

· The redundancy in the code is not random. In many cases, codons that are synonyms for a particular amino acid differ only in the third base of the triplet.

· To extract the message from the genetic code requires specifying the correct starting point.

· This establishes the reading frame; subsequent codons are read in groups of three nucleotides.

· The cell’s protein-synthesizing machinery reads the message as a series of nonoverlapping three-letter words.

· In summary, genetic information is encoded as a sequence of nonoverlapping base triplets, or codons, each of which is translated into a specific amino acid during protein synthesis.

4. The genetic code must have evolved very early in the history of life.

· The genetic code is nearly universal, shared by organisms from the simplest bacteria to the most complex plants and animals.

· In laboratory experiments, genes can be transcribed and translated after they are transplanted from one species to another.

· This has permitted bacteria to be programmed to synthesize certain human proteins after insertion of the appropriate human genes.

· Such applications are exciting developments in biotechnology.

· Exceptions to the universality of the genetic code exist in certain unicellular eukaryotes and in the organelle genes of some species.

· Some prokaryotes can translate stop codons into one of two amino acids not found in most organisms.

· The evolutionary significance of the near universality of the genetic code is clear.

· A language shared by all living things arose very early in the history of life—early enough to be present in the common ancestors of all modern organisms.

· A shared genetic vocabulary is a reminder of the kinship that bonds all life on Earth.

B. The Synthesis and Processing of RNA

1. Transcription is the DNA-directed synthesis of RNA: a closer look.

· Messenger RNA, the carrier of information from DNA to the cell’s protein-synthesizing machinery, is transcribed from the template strand of a gene.

· RNA polymerase separates the DNA strands at the appropriate point and bonds the RNA nucleotides as they base-pair along the DNA template.

· Like DNA polymerases, RNA polymerases can only assemble a polynucleotide in its 5’ ( 3’ direction.

· Unlike DNA polymerases, RNA polymerases are able to start a chain from scratch; they don’t need a primer.

· Specific sequences of nucleotides along the DNA mark where gene transcription begins and ends.

· RNA polymerase attaches and initiates transcription at the promoter.
· In prokaryotes, the sequence that signals the end of transcription is called the terminator.
· Molecular biologists refer to the direction of transcription as “downstream” and the other direction as “upstream.”

· The stretch of DNA that is transcribed into an RNA molecule is called a transcription unit.
· Bacteria have a single type of RNA polymerase that synthesizes all RNA molecules.

· In contrast, eukaryotes have three RNA polymerases (I, II, and III) in their nuclei.

· RNA polymerase II is used for mRNA synthesis.

· Transcription can be separated into three stages: initiation, elongation, and termination of the RNA chain.

· The presence of a promoter sequence determines which strand of the DNA helix is the template.

· Within the promoter is the starting point for the transcription of a gene.

· The promoter also includes a binding site for RNA polymerase several dozen nucleotides “upstream” of the start point.

· In prokaryotes, RNA polymerase can recognize and bind directly to the promoter region.

· In eukaryotes, proteins called transcription factors mediate the binding of RNA polymerase and the initiation of transcription.

· Only after certain transcription factors are attached to the promoter does RNA polymerase II bind to it.

· The completed assembly of transcription factors and RNA polymerase II bound to a promoter is called a transcription initiation complex.
· A crucial promoter DNA sequence is called a TATA box.
· RNA polymerase then starts transcription.

· As RNA polymerase moves along the DNA, it untwists the double helix, 10 to 20 bases at time.

· The enzyme adds nucleotides to the 3’ end of the growing strand.

· Behind the point of RNA synthesis, the double helix re-forms and the RNA molecule peels away.

· Transcription progresses at a rate of 60 nucleotides per second in eukaryotes.

· A single gene can be transcribed simultaneously by several RNA polymerases at a time.

· A growing strand of RNA trails off from each polymerase.

· The length of each new strand reflects how far along the template the enzyme has traveled from the start point.

· The congregation of many polymerase molecules simultaneously transcribing a single gene increases the amount of mRNA transcribed from it.

· This helps the cell make the encoded protein in large amounts.

· Transcription proceeds until after the RNA polymerase transcribes a terminator sequence in the DNA.

· In prokaryotes, RNA polymerase stops transcription right at the end of the terminator.

· Both the RNA and DNA are then released.

· In eukaryotes, the pre-mRNA is cleaved from the growing RNA chain while RNA polymerase II continues to transcribe the DNA.

· Specifically, the polymerase transcribes a DNA sequence called the polyadenylation signal sequence that codes for a polyadenylation sequence (AAUAAA) in the pre-mRNA.

· At a point about 10 to 35 nucleotides past this sequence, the pre-mRNA is cut from the enzyme.

· The polymerase continues transcribing for hundreds of nucleotides.

· Transcription is terminated when the polymerase eventually falls off the DNA.

2. Eukaryotic cells modify RNA after transcription.

· Enzymes in the eukaryotic nucleus modify pre-mRNA before the genetic messages are dispatched to the cytoplasm.

· During RNA processing, both ends of the primary transcript are usually altered.

· Certain interior parts of the molecule are cut out and the remaining parts spliced together.

· At the 5’ end of the pre-mRNA molecule, a modified form of guanine is added, the 5’ cap.
· At the 3’ end, an enzyme adds 50 to 250 adenine nucleotides, the poly-A tail.
· These modifications share several important functions.

· They seem to facilitate the export of mRNA from the nucleus.

· They help protect mRNA from hydrolytic enzymes.

· They help the ribosomes attach to the 5’ end of the mRNA.

· The most remarkable stage of RNA processing occurs during the removal of a large portion of the RNA molecule in a cut-and-paste job of RNA splicing.
· Most eukaryotic genes and their RNA transcripts have long noncoding stretches of nucleotides.

· Noncoding segments of nucleotides called intervening regions, or introns, lie between coding regions.

· The final mRNA transcript includes coding regions, exons, which are translated into amino acid sequences, plus the leader and trailer sequences.

· RNA splicing removes introns and joins exons to create an mRNA molecule with a continuous coding sequence.

· This splicing is accomplished by a spliceosome.
· Spliceosomes consist of a variety of proteins and several small nuclear ribonucleoproteins (snRNPs) that recognize the splice sites.

· snRNPs are located in the cell nucleus and are composed of RNA and protein molecules.

· Each snRNP has several protein molecules and a small nuclear RNA molecule (snRNA).
·  Each snRNA is about 150 nucleotides long.

· The spliceosome interacts with certain sites along an intron, releasing the introns and joining together the two exons that flanked the introns.

· snRNAs appear to play a major role in catalytic processes, as well as spliceosome assembly and splice site recognition.

· The idea of a catalytic role for snRNA arose from the discovery of ribozymes, RNA molecules that function as enzymes.

· In some organisms, splicing occurs without proteins or additional RNA molecules.

· The intron RNA functions as a ribozyme and catalyzes its own excision.

· For example, in the protozoan Tetrahymena, self-splicing occurs in the production of ribosomal RNA (rRNA), a component of the organism’s ribosomes.

· The pre-rRNA actually removes its own introns.

· The discovery of ribozymes rendered obsolete the statement, “All biological catalysts are proteins.”

· The fact that RNA is single-stranded plays an important role in allowing certain RNA molecules to function as ribozymes.

· A region of the RNA molecule may base-pair with a complementary region elsewhere in the same molecule, thus giving the RNA a specific 3-D structure that is key to its ability to catalyze reactions.

· Introns and RNA splicing appear to have several functions.

· Some introns play a regulatory role in the cell. These introns contain sequences that control gene activity in some way.

· Splicing itself may regulate the passage of mRNA from the nucleus to the cytoplasm.

· One clear benefit of split genes is to enable one gene to encode for more than one polypeptide.

· Alternative RNA splicing gives rise to two or more different polypeptides, depending on which segments are treated as exons.

· Sex differences in fruit flies may be due to differences in splicing RNA transcribed from certain genes.

· Early results of the Human Genome Project indicate that this phenomenon may be common in humans, and may explain why we have a relatively small number of genes.

· Proteins often have a modular architecture with discrete structural and functional regions called domains.
· The presence of introns in a gene may facilitate the evolution of new and potentially useful proteins as a result of a process known as exon shuffling.
· In many cases, different exons code for different domains of a protein.

· The presence of introns increases the probability of potentially beneficial crossing over between genes.

· Introns increase the opportunity for recombination between two alleles of a gene.

· This raises the probability that a crossover will switch one version of an exon for another version found on the homologous chromosome.

· There may also be occasional mixing and matching of exons between completely different genes.

· Either way, exon shuffling can lead to new proteins through novel combinations of functions.

C. The Synthesis of Protein

1. Translation is the RNA-directed synthesis of a polypeptide: a closer look.

· In the process of translation, a cell interprets a series of codons along an mRNA molecule and builds a polypeptide.

· The interpreter is transfer RNA (tRNA), which transfers amino acids from the cytoplasmic pool to a ribosome.

· A cell has all 20 amino acids available in its cytoplasm, either by synthesizing them from scratch or by taking them up from the surrounding solution.

· The ribosome adds each amino acid carried by tRNA to the growing end of the polypeptide chain.

· During translation, each type of tRNA links an mRNA codon with the appropriate amino acid.

· Each tRNA arriving at the ribosome carries a specific amino acid at one end and has a specific nucleotide triplet, an anticodon, at the other.

· The anticodon base-pairs with a complementary codon on mRNA.

· If the codon on mRNA is UUU, a tRNA with an AAA anticodon and carrying phenylalanine will bind to it.

· Codon by codon, tRNAs deposit amino acids in the prescribed order, and the ribosome joins them into a polypeptide chain.

· The tRNA molecule is a translator, because it can read a nucleic acid word (the mRNA codon) and translate it to a protein word (the amino acid).

· Like other types of RNA, tRNA molecules are transcribed from DNA templates in the nucleus.

· Once it reaches the cytoplasm, each tRNA is used repeatedly, picking up its designated amino acid in the cytosol, depositing the amino acid at the ribosome, and returning to the cytosol to pick up another copy of that amino acid.

· A tRNA molecule consists of a strand of about 80 nucleotides that folds back on itself to form a three-dimensional structure.

· It includes a loop containing the anticodon and an attachment site at the 3’ end for an amino acid.

· If each anticodon had to be a perfect match to each codon, we would expect to find 61 types of tRNA, but the actual number is about 45.

· The anticodons of some tRNAs recognize more than one codon.

· This is possible because the rules for base pairing between the third base of the codon and anticodon are relaxed (called wobble).

· At the wobble position, U on the anticodon can bind with A or G in the third position of a codon.

· Wobble explains why the synonymous codons for a given amino acid can differ in their third base, but not usually in their other bases.

· Each amino acid is joined to the correct tRNA by aminoacyl-tRNA synthetase.
· The 20 different synthetases match the 20 different amino acids.

· Each has active sites for only a specific tRNA-and-amino-acid combination.

· The synthetase catalyzes a covalent bond between them in a process driven by ATP hydrolysis.

· The result is an aminoacyl-tRNA or activated amino acid.

· Ribosomes facilitate the specific coupling of the tRNA anticodons with mRNA codons during protein synthesis.

· Each ribosome is made up of a large and a small subunit.

· The subunits are composed of proteins and ribosomal RNA (rRNA), the most abundant RNA in the cell.

· In eukaryotes, the subunits are made in the nucleolus.

· After rRNA genes are transcribed to rRNA in the nucleus, the rRNA and proteins are assembled to form the subunits with proteins from the cytoplasm.

· The subunits exit the nucleus via nuclear pores.

· The large and small subunits join to form a functional ribosome only when they attach to an mRNA molecule.

· While very similar in structure and function, prokaryotic and eukaryotic ribosomes have enough differences that certain antibiotic drugs (like tetracycline) can paralyze prokaryotic ribosomes without inhibiting eukaryotic ribosomes.

· Each ribosome has a binding site for mRNA and three binding sites for tRNA molecules.

· The P site holds the tRNA carrying the growing polypeptide chain.

· The A site carries the tRNA with the next amino acid to be added to the chain.

· Discharged tRNAs leave the ribosome at the E (exit) site.
· The ribosome holds the tRNA and mRNA in close proximity and positions the new amino acid for addition to the carboxyl end of the growing polypeptide.

· It then catalyzes the formation of the peptide bond.

· As the polypeptide becomes longer, it passes through an exit tunnel in the ribosome’s large unit and is released to the cytosol.

· Recent advances in our understanding of the structure of the ribosome strongly support the hypothesis that rRNA, not protein, carries out the ribosome’s functions.

· RNA is the main constituent at the interphase between the two subunits and of the A and P sites.

· It is the catalyst for peptide bond formation.

· A ribosome can be regarded as one colossal ribozyme.

· Translation can be divided into three stages: initiation, elongation, and termination.

· All three phases require protein “factors” that aid in the translation process.

· Both initiation and chain elongation require energy provided by the hydrolysis of GTP.

· Initiation brings together mRNA, a tRNA with the first amino acid, and the two ribosomal subunits.

· First, a small ribosomal subunit binds with mRNA and a special initiator tRNA, which carries methionine and attaches to the start codon.

· The small subunit then moves downstream along the mRNA until it reaches the start codon, AUG, which signals the start of translation.

· This establishes the reading frame for the mRNA.

· The initiator tRNA, already associated with the complex, then hydrogen-bonds with the start codon.

· Proteins called initiation factors bring in the large subunit so that the initiator tRNA occupies the P site.

· Elongation involves the participation of several protein elongation factors, and consists of a series of three-step cycles as each amino acid is added to the proceeding one.

· During codon recognition, an elongation factor assists hydrogen bonding between the mRNA codon under the A site with the corresponding anticodon of tRNA carrying the appropriate amino acid.

· This step requires the hydrolysis of two GTP.

· During peptide bond formation, an rRNA molecule catalyzes the formation of a peptide bond between the polypeptide in the P site with the new amino acid in the A site.

· This step separates the tRNA at the P site from the growing polypeptide chain and transfers the chain, now one amino acid longer, to the tRNA at the A site.

· During translocation, the ribosome moves the tRNA with the attached polypeptide from the A site to the P site.

· Because the anticodon remains bonded to the mRNA codon, the mRNA moves along with it.

· The next codon is now available at the A site.

· The tRNA that had been in the P site is moved to the E site and then leaves the ribosome.

· Translocation is fueled by the hydrolysis of GTP.

· Effectively, translocation ensures that the mRNA is “read” 5’ ( 3’ codon by codon.

· •
The three steps of elongation continue to add amino acids codon by codon until the polypeptide chain is completed.

· Termination occurs when one of the three stop codons reaches the A site.

· A release factor binds to the stop codon and hydrolyzes the bond between the polypeptide and its tRNA in the P site.

· This frees the polypeptide, and the translation complex disassembles.

· Typically a single mRNA is used to make many copies of a polypeptide simultaneously.

· Multiple ribosomes, polyribosomes, may trail along the same mRNA.

· Polyribosomes can be found in prokaryotic and eukaryotic cells.

· A ribosome requires less than a minute to translate an average-sized mRNA into a polypeptide.

· During and after synthesis, a polypeptide coils and folds to its three-dimensional shape spontaneously.

· The primary structure, the order of amino acids, determines the secondary and tertiary structure.

· Chaperone proteins may aid correct folding.

· In addition, proteins may require posttranslational modifications before doing their particular job.

· This may require additions such as sugars, lipids, or phosphate groups to amino acids.

· Enzymes may remove some amino acids or cleave whole polypeptide chains.

· Two or more polypeptides may join to form a protein.

2. Signal peptides target some eukaryotic polypeptides to specific destinations in the cell.

· Two populations of ribosomes, free and bound, are active participants in protein synthesis.

· Free ribosomes are suspended in the cytosol and synthesize proteins that reside in the cytosol.

· Bound ribosomes are attached to the cytosolic side of the endoplasmic reticulum.

· They synthesize proteins of the endomembrane system as well as proteins secreted from the cell.

· While bound and free ribosomes are identical in structure, their location depends on the type of protein that they are synthesizing.

· Translation in all ribosomes begins in the cytosol, but a polypeptide destined for the endomembrane system or for export has a specific signal peptide region at or near the leading end.

· This consists of a sequence of about 20 amino acids.

· A signal recognition particle (SRP) binds to the signal peptide and attaches it and its ribosome to a receptor protein in the ER membrane.

· The SRP consists of a protein-RNA complex.

· After binding, the SRP leaves and protein synthesis resumes with the growing polypeptide snaking across the membrane into the cisternal space via a protein pore.

· An enzyme usually cleaves the signal polypeptide.

· Secretory proteins are released entirely into the cisternal space, but membrane proteins remain partially embedded in the ER membrane.

· Other kinds of signal peptides are used to target polypeptides to mitochondria, chloroplasts, the nucleus, and other organelles that are not part of the endomembrane system.

· In these cases, translation is completed in the cytosol before the polypeptide is imported into the organelle.

· While the mechanisms of translocation vary, each of these polypeptides has a “ZIP code” that ensures its delivery to the correct cellular location.

· Prokaryotes also employ signal sequences to target proteins for secretion.

3. RNA plays multiple roles in the cell: a review.

· The cellular machinery of protein synthesis and ER targeting is dominated by various kinds of RNA.

· In addition to mRNA, these include tRNA; rRNA; and in eukaryotes, snRNA and SRP RNA.

· A type of RNA called small nucleolar RNA (snoRNA) aids in processing pre-rRNA transcripts in the nucleolus, a process necessary for ribosome formation.

· Recent research has also revealed the presence of small, single-stranded and double-stranded RNA molecules that play important roles in regulating which genes get expressed.

· These types of RNA include small interfering RNA (siRNA) and microRNA (miRNA).

· The diverse functions of RNA are based, in part, on its ability to form hydrogen bonds with other nucleic acid molecules (DNA or RNA).

· It can also assume a specific three-dimensional shape by forming hydrogen bonds between bases in different parts of its polynucleotide chain.

· DNA may be the genetic material of all living cells today, but RNA is much more versatile.

· The diverse functions of RNA range from structural to informational to catalytic.

4. Comparing protein synthesis in prokaryotes and eukaryotes reveals key differences.

· Although prokaryotes and eukaryotes carry out transcription and translation in very similar ways, they do have differences in cellular machinery and in details of the processes.

· Eukaryotic RNA polymerases differ from those of prokaryotes and require transcription factors.

· They differ in how transcription is terminated.

· Their ribosomes also are different.

· One major difference is that prokaryotes can transcribe and translate the same gene simultaneously.

· The new protein quickly diffuses to its operating site.

· In eukaryotes, the nuclear envelope segregates transcription from translation.

· In addition, extensive RNA processing is carried out between these processes.

· This provides additional steps whose regulation helps coordinate the elaborate activities of a eukaryotic cell.

· Eukaryotic cells also have complicated mechanisms for targeting proteins to the appropriate organelle.

5. Point mutations can affect protein structure and function.

· Mutations are changes in the genetic material of a cell (or virus).

· These include large-scale mutations in which long segments of DNA are affected (for example, translocations, duplications, and inversions).

· A chemical change in just one base pair of a gene causes a point mutation.
· If these occur in gametes or cells producing gametes, they may be transmitted to future generations.

· For example, sickle-cell disease is caused by a mutation of a single base pair in the gene that codes for one of the polypeptides of hemoglobin.

· A change in a single nucleotide from T to A in the DNA template leads to an abnormal protein.

· A point mutation that results in the replacement of a pair of complementary nucleotides with another nucleotide pair is called a base-pair substitution.
· Some base-pair substitutions have little or no impact on protein function.

· In silent mutations, altered nucleotides still code for the same amino acids because of redundancy in the genetic code.

· Other changes lead to switches from one amino acid to another with similar properties.

· Still other mutations may occur in a region where the exact amino acid sequence is not essential for function.

· Other base-pair substitutions cause a readily detectable change in a protein.

· These are usually detrimental but can occasionally lead to an improved protein or one with novel capabilities.

· Changes in amino acids at crucial sites, especially active sites, are likely to impact function.

· Missense mutations are those that still code for an amino acid but a different one.

· Nonsense mutations change an amino acid codon into a stop codon, nearly always leading to a nonfunctional protein.

· Insertions and deletions are additions or losses of nucleotide pairs in a gene.

· These have a disastrous effect on the resulting protein more often than substitutions do.

· Unless insertion or deletion mutations occur in multiples of three, they cause a frameshift mutation.
· All the nucleotides downstream of the deletion or insertion will be improperly grouped into codons.

· The result will be extensive missense, ending sooner or later in nonsense—premature termination.

· Mutations can occur in a number of ways.

· Errors can occur during DNA replication, DNA repair, or DNA recombination.

· These can lead to base-pair substitutions, insertions, or deletions, as well as mutations affecting longer stretches of DNA.

· These are called spontaneous mutations.
· Rough estimates suggest that about 1 nucleotide in every 1010 is altered and inherited by daughter cells.

· Mutagens are chemical or physical agents that interact with DNA to cause mutations.

· Physical agents include high-energy radiation like X-rays and ultraviolet light.

· Chemical mutagens fall into several categories.

· Some chemicals are base analogues that may be substituted into DNA, but they pair incorrectly during DNA replication.

· Other mutagens interfere with DNA replication by inserting into DNA and distorting the double helix.

· Still others cause chemical changes in bases that change their pairing properties.

· Researchers have developed various methods to test the mutagenic activity of different chemicals.

· These tests are often used as a preliminary screen of chemicals to identify those that may cause cancer.

· This makes sense because most carcinogens are mutagenic and most mutagens are carcinogenic.

6. What is a gene? We revisit the question.

· The Mendelian concept of a gene views it as a discrete unit of inheritance that affects phenotype.

· Morgan and his colleagues assigned genes to specific loci on chromosomes.

· We can also view a gene as a specific nucleotide sequence along a region of a DNA molecule.

· We can define a gene functionally as a DNA sequence that codes for a specific polypeptide chain.

· All these definitions are useful in certain contexts.

· Even the one gene–one polypeptide definition must be refined and applied selectively.

· Most eukaryotic genes contain large introns that have no corresponding segments in polypeptides.

· Promoters and other regulatory regions of DNA are not transcribed either, but they must be present for transcription to occur.

· Our molecular definition must also include the various types of RNA that are not translated into polypeptides, such as rRNA, tRNA, and other RNAs.

· This is our definition of a gene: A gene is a region of DNA whose final product is either a polypeptide or an RNA molecule.

Chapter 18

The Genetics of Viruses and Bacteria

Lecture Outline

Overview

· Viruses and bacteria are the simplest biological systems—microbial models in which scientists find life’s fundamental molecular mechanisms in their most basic, accessible forms.

· Molecular biology was born in the laboratories of microbiologists studying viruses and bacteria.

· Microbes such as E. coli and its viruses are called model systems because of their use in studies that reveal broad biological principles.

· Microbiologists provided most of the evidence that genes are made of DNA, and they worked out most of the major steps in DNA replication, transcription, and translation.

· Techniques enabling scientists to manipulate genes and transfer them from one organism to another were developed in microbes.

· In addition, viruses and bacteria have unique genetic features with implications for understanding the diseases that they cause.

· Bacteria are prokaryotic organisms, with cells that are much smaller and more simply organized than those of eukaryotes, such as plants and animals.

· Viruses are smaller and simpler still, lacking the structure and metabolic machinery of cells.

· Most viruses are little more than aggregates of nucleic acids and protein—genes in a protein coat.

A. The Genetics of Viruses

1. Researchers discovered viruses by studying a plant disease.

· The story of how viruses were discovered begins in 1883 with research on the cause of tobacco mosaic disease by Adolf Mayer.

· This disease stunts tobacco plant growth and mottles plant leaves.

· Mayer concluded that the disease was infectious when he found that he could transmit the disease by rubbing sap from diseased leaves onto healthy plants.

· He concluded that the disease must be caused by an extremely small bacterium.

· Ten years later, Dimitri Ivanovsky demonstrated that the sap was still infectious even after passing through a filter designed to remove bacteria.

· In 1897, Martinus Beijerinck ruled out the possibility that the disease was due to a filterable toxin produced by a bacterium by demonstrating that the infectious agent could reproduce.

· The sap from one generation of infected plants could be used to infect a second generation of plants that could infect subsequent generations.

· Beijerinck also determined that the pathogen could reproduce only within the host, could not be cultivated on nutrient media, and was not inactivated by alcohol, generally lethal to bacteria.

· In 1935, Wendell Stanley crystallized the pathogen, the tobacco mosaic virus (TMV).

2. A virus is a genome enclosed in a protective coat.

· Stanley’s discovery that some viruses could be crystallized was puzzling because not even the simplest cells can aggregate into regular crystals.

· However, viruses are not cells.

· They are infectious particles consisting of nucleic acid encased in a protein coat and, in some cases, a membranous envelope.

· The tiniest viruses are only 20 nm in diameter—smaller than a ribosome.

· The genome of viruses may consist of double-stranded DNA, single-stranded DNA, double-stranded RNA, or single-stranded RNA, depending on the kind of virus.

· A virus is called a DNA virus or an RNA virus, according to the kind of nucleic acid that makes up its genome.

· The viral genome is usually organized as a single linear or circular molecule of nucleic acid.

· The smallest viruses have only four genes, while the largest have several hundred.

· The capsid is the protein shell enclosing the viral genome.

· Capsids are built of a large number of protein subunits called capsomeres.
· The number of different kinds of proteins making up the capsid is usually small.

· The capsid of the tobacco mosaic virus has more than 1,000 copies of the same protein.

· Adenoviruses have 252 identical proteins arranged into a polyhedral capsid—as an icosahedron.

· Some viruses have accessory structures to help them infect their hosts.

· A membranous envelope surrounds the capsids of flu viruses.

· These viral envelopes are derived from the membrane of the host cell.

· They also have some host cell viral proteins and glycoproteins, as well as molecules of viral origin.

· Some viruses carry a few viral enzyme molecules within their capsids.

· The most complex capsids are found in viruses that infect bacteria, called bacteriophages or phages.
· The T-even phages (T2, T4, T6) that infect Escherichia coli have elongated icosahedral capsid heads that enclose their DNA and a protein tailpiece that attaches the phage to the host and injects the phage DNA inside.

3. Viruses can reproduce only within a host cell.

· Viruses are obligate intracellular parasites.

· They can reproduce only within a host cell.

· An isolated virus is unable to reproduce—or do anything else, except infect an appropriate host.

· Viruses lack the enzymes for metabolism and the ribosomes for protein synthesis.

· An isolated virus is merely a packaged set of genes in transit from one host cell to another.

· Each type of virus can infect and parasitize only a limited range of host cells, called its host range.
· This host specificity depends on the evolution of recognition systems by the virus.

· Viruses identify host cells by a “lock and key” fit between proteins on the outside of the virus and specific receptor molecules on the host’s surface (which evolved for functions that benefit the host).

· Some viruses have a broad enough host range to infect several species, while others infect only a single species.

· West Nile virus can infect mosquitoes, birds, horses, and humans.

· Measles virus can infect only humans.

· Most viruses of eukaryotes attack specific tissues.

· Human cold viruses infect only the cells lining the upper respiratory tract.

· The AIDS virus binds only to certain white blood cells.

· A viral infection begins when the genome of the virus enters the host cell.

· Once inside, the viral genome commandeers its host, reprogramming the cell to copy viral nucleic acid and manufacture proteins from the viral genome.

· The host provides nucleotides, ribosomes, tRNAs, amino acids, ATP, and other components for making the viral components dictated by viral genes.

· Most DNA viruses use the DNA polymerases of the host cell to synthesize new genomes along the templates provided by the viral DNA.

· RNA viruses use special virus-encoded polymerases that can use RNA as a template.

· The nucleic acid molecules and capsomeres then self-assemble into viral particles and exit the cell.

· Tobacco mosaic virus RNA and capsomeres can be assembled to form complete viruses if the components are mixed together under the right conditions.

· The simplest type of viral reproductive cycle ends with the exit of many viruses from the infected host cell, a process that usually damages or destroys the host cell.

4. Phages reproduce using lytic or lysogenic cycles.

· While phages are the best understood of all viruses, some of them are also among the most complex.

· Research on phages led to the discovery that some double-stranded DNA viruses can reproduce by two alternative mechanisms: the lytic cycle and the lysogenic cycle.

· In the lytic cycle, the phage reproductive cycle culminates in the death of the host.

· In the last stage, the bacterium lyses (breaks open) and releases the phages produced within the cell to infect others.

· Each of these phages can infect a healthy cell.

· Virulent phages reproduce only by a lytic cycle.

· While phages have the potential to wipe out a bacterial colony in just hours, bacteria have defenses against phages.

· Natural selection favors bacterial mutants with receptor sites that are no longer recognized by a particular type of phage.

· Bacteria produce restriction endonucleases, or restriction enzymes, that recognize and cut up foreign DNA, including certain phage DNA.

· Chemical modifications to the bacteria’s own DNA prevent its destruction by restriction nucleases.

· Natural selection also favors phage mutants that are resistant to restriction enzymes.

· In the lysogenic cycle, the phage genome replicates without destroying the host cell.

· Temperate phages, like phage lambda, use both lytic and lysogenic cycles.

· The lambda phage that infects E. coli demonstrates the cycles of a temperate phage.

· Infection of an E. coli by phage lambda begins when the phage binds to the surface of the cell and injects its DNA.

· What happens next depends on the reproductive mode: lytic or lysogenic cycle.

· During a lytic cycle, the viral genes turn the host cell into a lambda phage-producing factory, and the cell lyses and releases its viral products.

· During a lysogenic cycle, the viral DNA molecule is incorporated by genetic recombination into a specific site on the host cell’s chromosome.

· In this prophage stage, one of the viral genes codes for a protein that represses most other prophage genes.

· As a result, the phage genome is largely silent.

· A few other prophage genes may also be expressed during lysogenic cycles.

· Expression of these genes may alter the host’s phenotype, which can have medical significance.

· Every time the host divides, it copies the phage DNA and passes the copies to daughter cells.

· The viruses propagate without killing the host cells on which they depend.

· The term lysogenic implies that prophages are capable of giving rise to active phages that lyse their host cells.

· That happens when the viral genome exits the bacterial chromosome and initiates a lytic cycle.

5. Animal viruses are diverse in their modes of infection and replication.

· Many variations on the basic scheme of viral infection and reproduction are represented among animal viruses.

· One key variable is the type of nucleic acid that serves as a virus’s genetic material.

· Another variable is the presence or absence of a membranous envelope derived from the host cell membrane.

· Most animal viruses with RNA genomes have an envelope, as do some with DNA genomes.

· Viruses equipped with an outer envelope use the envelope to enter the host cell.

· Glycoproteins on the envelope bind to specific receptors on the host’s membrane.

· The envelope fuses with the host’s membrane, transporting the capsid and viral genome inside.

· The viral genome duplicates and directs the host’s protein synthesis machinery to synthesize capsomeres with free ribosomes and glycoproteins with bound ribosomes.

· After the capsid and viral genome self-assemble, they bud from the host cell covered with an envelope derived from the host’s plasma membrane, including viral glycoproteins.

· The viral envelope is thus derived from the host’s plasma membrane, although viral genes specify some of the molecules in the membrane.

· These enveloped viruses do not necessarily kill the host cell.

· Some viruses have envelopes that are not derived from plasma membrane.

· The envelope of the herpesvirus is derived from the nuclear envelope of the host.

· These double-stranded DNA viruses reproduce within the cell nucleus using viral and cellular enzymes to replicate and transcribe their DNA.

· In some cases, copies of the herpesvirus DNA remain behind as minichromosomes in the nuclei of certain nerve cells.

· There they remain for life until triggered by physical or emotional stress to leave the genome and initiate active viral production.

· The infection of other cells by these new viruses causes cold or genital sores.

· The viruses that use RNA as the genetic material are quite diverse, especially those that infect animals.

· In some with single-stranded RNA (class IV), the genome acts as mRNA and is translated directly.

· In others (class V), the RNA genome serves as a template for complementary RNA strands, which function both as mRNA and as templates for the synthesis of additional copies of genome RNA.

· All viruses that require RNA ( RNA synthesis to make mRNA use a viral enzyme that is packaged with the genome inside the capsid.

· Retroviruses (class VI) have the most complicated life cycles.

· These carry an enzyme called reverse transcriptase that transcribes DNA from an RNA template.

· This provides RNA ( DNA information flow.

· The newly made DNA is inserted as a provirus into a chromosome in the animal cell.

· The host’s RNA polymerase transcribes the viral DNA into more RNA molecules.

· These can function both as mRNA for the synthesis of viral proteins and as genomes for new virus particles released from the cell.

· Human immunodeficiency virus (HIV), the virus that causes AIDS (acquired immunodeficiency syndrome) is a retrovirus.

· The reproductive cycle of HIV illustrates the pattern of infection and replication in a retrovirus.

· The viral particle includes an envelope with glycoproteins for binding to specific types of red blood cells, a capsid containing two identical RNA strands as its genome, and two copies of reverse transcriptase.

· After HIV enters the host cell, reverse transcriptase molecules are released into the cytoplasm and catalyze synthesis of viral DNA.

· The host’s polymerase transcribes the proviral DNA into RNA molecules that can function both as mRNA for the synthesis of viral proteins and as genomes for new virus particles released from the cell.

· Transcription produces more copies of the viral RNA that are translated into viral proteins, which self-assemble into a virus particle and leave the host.

6. Viruses may have evolved from other mobile genetic elements.

· Viruses do not fit our definition of living organisms.

· An isolated virus is biologically inert, and yet it has a genetic program written in the universal language of life.

· Although viruses are obligate intracellular parasites that cannot reproduce independently, it is hard to deny their evolutionary connection to the living world.

· Because viruses depend on cells for their own propagation, it is reasonable to assume that they evolved after the first cells appeared.

· Most molecular biologists favor the hypothesis that viruses originated from fragments of cellular nucleic acids that could move from one cell to another.

· A viral genome usually has more in common with the genome of its host than with those of viruses infecting other hosts.

· However, some viruses have genetic sequences that are quite similar to seemingly distantly related viruses.

· This genetic similarity may reflect the persistence of groups of viral genes that were evolutionarily successful during the early evolution of viruses and their eukaryotic host cells.

· Perhaps the earliest viruses were naked bits of nucleic acids that passed between cells via injured cell surfaces.

· The evolution of capsid genes may have facilitated the infection of undamaged cells.

· Candidates for the original sources of viral genomes include plasmids and transposable elements.

· Plasmids are small, circular DNA molecules that are separate from chromosomes.

· Plasmids, found in bacteria and in eukaryote yeast, can replicate independently of the rest of the cell and are occasionally transferred between cells.

· Transposable elements are DNA segments that can move from one location to another within a cell’s genome.

· Both plasmids and transposable elements are mobile genetic elements.
· The ongoing evolutionary relationship between viruses and the genomes of their hosts is an association that makes viruses very useful model systems in molecular biology.
7. Viruses are formidable pathogens in animals and plants.

· The link between viral infection and the symptoms it produces is often obscure.

· Some viruses damage or kill cells by triggering the release of hydrolytic enzymes from lysosomes.

· Some viruses cause the infected cell to produce toxins that lead to disease symptoms.

· Others have molecular components, such as envelope proteins, that are toxic.

· In some cases, viral damage is easily repaired (respiratory epithelium after a cold), but in others, infection causes permanent damage (nerve cells after polio).

· Many of the temporary symptoms associated with a viral infection result from the body’s own efforts at defending itself against infection.

· The immune system is a complex and critical part of the body’s natural defense mechanism against viral and other infections.

· Modern medicine has developed vaccines, harmless variants or derivatives of pathogenic microbes that stimulate the immune system to mount defenses against the actual pathogen.

· Vaccination has eradicated smallpox.

· Effective vaccines are available against polio, measles, rubella, mumps, hepatitis B, and a number of other viral diseases.

· Medical technology can do little to cure viral diseases once they occur.

· Antibiotics, which can kill bacteria by inhibiting enzymes or processes specific to bacteria, are powerless against viruses, which have few or no enzymes of their own.

· Most antiviral drugs resemble nucleosides and interfere with viral nucleic acid synthesis.

· An example is acyclovir, which impedes herpesvirus reproduction by inhibiting the viral polymerase that synthesizes viral DNA.

· Azidothymidine (AZT) curbs HIV reproduction by interfering with DNA synthesis by reverse transcriptase.

· Currently, multidrug “cocktails” are the most effective treatment for HIV.

8. New viral diseases are emerging.

· In recent years, several emerging viruses have risen to prominence.

· HIV, the AIDS virus, seemed to appear suddenly in the early 1980s.

· Each year new strains of influenza virus cause millions to miss work or class, and deaths are not uncommon.

· The deadly Ebola virus has caused hemorrhagic fevers in central Africa periodically since 1976.

· West Nile virus appeared for the first time in North America in 1999.

· A more recent viral disease is severe acute respiratory syndrome (SARS).
· Researchers identified the disease agent causing SARS as a coronavirus, a class IV virus with a single-stranded RNA genome.

· The emergence of these new viral diseases is due to three processes: mutation; spread of existing viruses from one species to another; and dissemination of a viral disease from a small, isolated population.

· Mutation of existing viruses is a major source of new viral diseases.

· RNA viruses tend to have high mutation rates because replication of their nucleic acid lacks proofreading.

· Some mutations create new viral strains with sufficient genetic differences from earlier strains that they can infect individuals who had acquired immunity to these earlier strains.

· This is the case in flu epidemics.

· Another source of new viral diseases is the spread of existing viruses from one host species to another.

· It is estimated that about three-quarters of new human diseases originated in other animals.

· For example, hantavirus, which killed dozens of people in 1993, normally infects rodents, especially deer mice.

· In 1993, unusually wet weather in the southwestern United States increased the mice’s food, exploding the population.

· Humans acquired hantavirus when they inhaled dust-containing traces of urine and feces from infected mice.

· The source of the SARS-causing virus is still undetermined, but candidates include the exotic animal markets in China.

· In early 2004, the first cases of a new bird flu were reported in southeast Asia.

· If this disease evolves to spread from person to person, the potential for a major human outbreak is great.

· Finally, a viral disease can spread from a small, isolated population to a widespread epidemic.

· For example, AIDS went unnamed and virtually unnoticed for decades before spreading around the world.

· Technological and social factors, including affordable international travel, blood transfusion technology, sexual promiscuity, and the abuse of intravenous drugs allowed a previously rare disease to become a global scourge.

· These emerging viruses are generally not new. Rather, they are existing viruses that mutate, spread to new host species, or expand their host territory.

· Changes in host behavior and environmental changes can increase the viral traffic responsible for emerging disease.

· Destruction of forests to expand cropland may bring humans into contact with other animals that may host viruses that can infect humans.

9. Plant viruses are serious agricultural pests.

· More than 2,000 types of viral diseases of plants are known.

· These diseases account for an annual loss of $15 billion worldwide.

· Plant viruses can stunt plant growth and diminish crop yields.

· Most are RNA viruses with rod-shaped or polyhedral capsids.

· Plant viral diseases are spread by two major routes.

· In horizontal transmission, a plant is infected with the virus by an external source.

· Plants are more susceptible if their protective epidermis is damaged, perhaps by wind, chilling, injury, or insects.

· Insects are often carriers of viruses, transmitting disease from plant to plant.

· In vertical transmission, a plant inherits a viral infection from a parent.

· This may occur by asexual propagation or in sexual reproduction via infected seeds.

· Once a virus starts reproducing inside a plant cell, viral particles can spread throughout the plant by passing through plasmodesmata.

· These cytoplasmic connections penetrate the walls between adjacent cells.

· Proteins encoded by viral genes can alter the diameter of plasmodesmata to allow passage of viral proteins or genomes.

· Agricultural scientists have focused their efforts largely on reducing the incidence and transmission of viral disease and in breeding resistant plant varieties.

10. Viroids and prions are the simplest infectious agents.

· Viroids, smaller and simpler than even viruses, consist of tiny molecules of naked circular RNA that infect plants.

· Their several hundred nucleotides do not encode for proteins but can be replicated by the host’s cellular enzymes.

· These small RNA molecules can disrupt plant metabolism and stunt plant growth, perhaps by causing errors in the regulatory systems that control plant growth.

· Viroids show that molecules can act as infectious agents to spread disease.

· Prions are infectious proteins that spread disease.

· They appear to cause several degenerative brain diseases including scrapie in sheep, “mad cow disease,” and Creutzfeldt-Jakob disease in humans.

· Prions are likely transmitted in food.

· They have two alarming characteristics.

· They are very slow-acting agents. The incubation period is around ten years.

· Prions are virtually indestructible. They are not destroyed or deactivated by heating to normal cooking temperatures.

· How can a nonreplicating protein be a transmissible pathogen?

· According to the leading hypothesis, a prion is a misfolded form of a normal brain protein.

· When the prion gets into a cell with the normal form of the protein, the prion can convert the normal protein into the prion version, creating a chain reaction that increases their numbers.

B. The Genetics of Bacteria

1. The short generation span of bacteria helps them adapt to changing environments.

· Bacteria are very valuable as microbial models in genetics research.

· As prokaryotes, bacteria allow researchers to study molecular genetics in simple organisms.

· With the advent of large-scale genome sequencing, information about many prokaryotes has accumulated.

· The best-studied bacterium is Escherichia coli, “the laboratory rat of molecular biology.”

· The major component of the bacterial genome is one double-stranded, circular DNA molecule that is associated with a small amount of protein.

· For E. coli, the chromosomal DNA consists of about 4.6 million nucleotide pairs with about 4,400 genes.

· This is 100 times more DNA than in a typical virus and 1,000 times less than in a typical eukaryote cell.

· Tight coiling of DNA results in a dense region of DNA, called the nucleoid, which is not bound by a membrane.

· In addition, many bacteria have plasmids, much smaller circles of DNA.

· Each plasmid has only a small number of genes, from just a few to several dozen.

· Bacterial cells divide by binary fission.

· This is preceded by replication of the bacterial chromosome from a single origin of replication.

· Bacteria proliferate very rapidly in a favorable natural or laboratory environment.

· Under optimal laboratory conditions, E. coli can divide every 20 minutes, producing a colony of 107 to 108 bacteria in as little as 12 hours.

· In the human colon, E. coli grows more slowly and can double every 12 hours.

· It does reproduce rapidly enough to replace the 2 × 1010 bacteria lost each day in feces.

· Through binary fission, most of the bacteria in a colony are genetically identical to the parent cell.

· However, the spontaneous mutation rate of E. coli is 1 × 10−7 mutations per gene per cell division.

· This produces about 2,000 bacteria per day in the human colon that have a mutation in any one gene.

· About 9 million mutant E. coli are produced in the human gut each day.

· New mutations, though individually rare, can have a significant impact on genetic diversity when reproductive rates are very high because of short generation spans.

· Individual bacteria that are genetically well equipped for the local environment clone themselves more prolifically than do less fit individuals.

· In contrast, organisms with slower reproduction rates (like humans) create genetic variation not by novel alleles produced through new mutations, but primarily by sexual recombination of existing alleles.

2. Genetic recombination produces new bacterial strains.

· In addition to mutation, genetic recombination generates diversity within bacterial populations.

· Here, recombination is defined as the combining of DNA from two individuals into a single genome.

· Bacterial recombination occurs through three processes: transformation, transduction, and conjugation.

· Recombination can be observed when two mutant E. coli strains are combined.

· If each is unable to synthesize one of its required amino acids, neither can grow on a minimal medium.

· However, if they are combined, numerous colonies will be created that started from cells that acquired the missing genes for amino acid synthesis from the other strain.

· Some of these capable cells may have resulted from mutation. However, most acquired the missing genes by genetic recombination.

· Transformation is the alteration of a bacterial cell’s genotype by the uptake of naked, foreign DNA from the surrounding environment.

· For example, harmless Streptococcus pneumoniae bacteria can be transformed to pneumonia-causing cells.

· This occurs when a live nonpathogenic cell takes up a piece of DNA that happens to include the allele for pathogenicity from dead, broken-open pathogenic cells.

· The foreign allele replaces the native allele in the bacterial chromosome by genetic recombination.

· The resulting cell is now recombinant, with DNA derived from two different cells.

· Years after transformation was discovered in laboratory cultures, most biologists believed that the process was too rare and haphazard to play an important role in natural bacterial populations.

· Researchers have since learned that many bacterial species have surface proteins that are specialized for the uptake of naked DNA.

· These proteins recognize and transport DNA from closely related bacterial species into the cell, which can then incorporate the foreign DNA into the genome.

· While E. coli lacks this specialized mechanism, it can be induced to take up small pieces of DNA if cultured in a medium with a relatively high concentration of calcium ions.

· In biotechnology, this technique has been used to introduce foreign DNA into E. coli.

· Transduction occurs when a phage carries bacterial genes from one host cell to another as a result of aberrations in the phage reproductive cycle.

· In generalized transduction, bacterial genes are randomly transferred from one bacterial cell to another.

· Occasionally, a small piece of the host cell’s degraded DNA, rather than the phage genome, is packaged within a phage capsid.

· When this phage attaches to another bacterium, it will inject this foreign DNA into its new host.

· Some of this DNA can subsequently replace the homologous region of the second cell.

· This type of transduction transfers bacterial genes at random.

· Specialized transduction occurs via a temperate phage.

· When the prophage viral genome is excised from the chromosome, it sometimes takes with it a small region of adjacent bacterial DNA.

· These bacterial genes are injected along with the phage’s genome into the next host cell.

· Specialized transduction only transfers those genes near the prophage site on the bacterial chromosome.

· Both generalized and specialized transduction use phage as a vector to transfer genes between bacteria.

· Sometimes known as bacterial “sex,” conjugation transfers genetic material between two bacterial cells that are temporarily joined.

· The transfer is one-way. One cell (“male”) donates DNA and its “mate” (“female”) receives the genes.

· A sex pilus from the male initially joins the two cells and creates a cytoplasmic mating bridge between cells.

· “Maleness,” the ability to form a sex pilus and donate DNA, results from an F (for fertility) factor as a section of the bacterial chromosome or as a plasmid.

· Plasmids, including the F plasmid, are small, circular, self-replicating DNA molecules.

· A genetic element that can replicate either as part of the bacterial chromosome or independently of it is called an episome.
· Episomes such as the F plasmid can undergo reversible incorporation into the cell’s chromosome.

· Temperate viruses are also episomes.

· Plasmids usually have only a few genes, which are not required for normal survival and reproduction of the bacterium.

· However, plasmid genes may be advantageous in stressful conditions.

· The F plasmid facilitates genetic recombination when environmental conditions no longer favor existing strains.

· The F factor or its F plasmid consists of about 25 genes, most required for the production of sex pili.

· Cells with either the F factor or the F plasmid are called F+ and they pass this condition to their offspring.

· Cells lacking either form of the F factor, are called F−, and they function as DNA recipients.

· When an F+ and F− cell meet, the F+ cell passes a copy of the F plasmid to the F− cell, converting it.

· The plasmid form of the F factor can become integrated into the bacterial chromosome.

· A cell with the F factor built into its chromosome is called an Hfr cell (for High frequency of recombination).

· Hfr cells function as males during conjugation.

· The Hfr cell initiates DNA replication at a point on the F factor DNA and begins to transfer the DNA copy from that point to its F− partner.

· Random movements almost always disrupt conjugation long before an entire copy of the Hfr chromosome can be passed to the F− cell.

· In the partially diploid cell, the newly acquired DNA aligns with the homologous region of the F− chromosome.

· Recombination exchanges segments of DNA.

· The resulting recombinant bacterium has genes from two different cells.

· In the 1950s, Japanese physicians began to notice that some bacterial strains had evolved antibiotic resistance.

· Mutations may reduce the ability of the pathogen’s cell-surface proteins to transport antibiotics into the bacterial cell.

· Some of these genes code for enzymes that specifically destroy certain antibiotics, like tetracycline or ampicillin.

· The genes conferring resistance are carried by plasmids, specifically the R plasmid (R for resistance).

· When a bacterial population is exposed to an antibiotic, individuals with the R plasmid will survive and increase in the overall population.

· Because R plasmids also have genes that encode for sex pili, they can be transferred from one cell to another by conjugation.

· The DNA of a single cell can also undergo recombination due to movement of transposable genetic elements or transposable elements within the cell’s genome.

· Unlike plasmids or prophages, transposable elements never exist independently but are always part of chromosomal or plasmid DNA.

· During transposition, the transposable element moves from one location to another in a cell’s genome.

· In bacteria, the movement may be within the chromosome, from a plasmid to a chromosome (or vice versa), or between plasmids.

· Transposable elements may move by a “copy and paste” mechanism, in which the transposable element replicates at its original site, and the copy inserts elsewhere.

· In other words, the transposable element is added at a new site without being lost from the old site.

· Most transposable elements can move to many alternative locations in the DNA, potentially moving genes to a site where genes of that sort have never before existed.

· The simplest transposable elements, called insertion sequences, exist only in bacteria.

· An insertion sequence contains a single gene that codes for transposase, an enzyme that catalyzes movement of the insertion sequence from one site to another within the genome.

· The insertion sequence consists of the transposase gene, flanked by a pair of inverted repeat sequences.

· The 20 to 40 nucleotides of the inverted repeat on one side are repeated in reverse along the opposite DNA strand at the other end of the transposable element.

· The transposase enzyme recognizes the inverted repeats as the edges of the transposable element.

· Transposase cuts the transposable elements from its initial site and inserts it into the target site.

· Insertion sequences cause mutations when they happen to land within the coding sequence of a gene or within a DNA region that regulates gene expression.

· Insertion sequences account for 1.5% of the E. coli genome, but a mutation in a particular gene by transposition is rare, occurring about once in every 10 million generations.

· This is about the same rate as spontaneous mutations from external factors.

· Transposable elements longer and more complex than insertion sequences, called transposons, also move about in the bacterial genome.

· In addition to the DNA required for transposition, transposons include extra genes that “go along for the ride,” such as genes for antibiotic resistance.

· In some bacterial transposons, the extra genes are sandwiched between two insertion sequences.

· While insertion sequences may not benefit bacteria in any specific way, transposons may help bacteria adapt to new environments.

· For example, a single R plasmid may carry several genes for resistance to different antibiotics.

· This is explained by transposons, which can add a gene for antibiotic resistance to a plasmid already carrying genes for resistance to other antibiotics.

· The transmission of this composite plasmid to other bacterial cells by cell division or conjugation can spread resistance to a variety of antibiotics throughout a bacterial population.

· In an antibiotic-rich environment, natural selection factors bacterial clones that have built up R plasmids with multiple antibiotic resistance through a series of transpositions.

· Transposable elements are also important components of eukaryotic genomes.

3. Individual bacteria respond to environmental change by regulating their gene expression.

· An individual bacterium, locked into the genome that it has inherited, can cope with environmental fluctuations by exerting metabolic control.

· First, cells can vary the number of specific enzyme molecules they make by regulating gene expression.

· Second, cells can adjust the activity of enzymes already present (for example, by feedback inhibition).

· The tryptophan biosynthesis pathway demonstrates both levels of control.

· If tryptophan levels are high, some of the tryptophan molecules can inhibit the first enzyme in the pathway.

· If the abundance of tryptophan continues, the cell can stop synthesizing additional enzymes in this pathway by blocking transcription of the genes for these enzymes.

· The basic mechanism for this control of gene expression in bacteria, the operon model, was discovered in 1961 by François Jacob and Jacques Monod.

· E. coli synthesizes tryptophan from a precursor molecule in a series of steps, with each reaction catalyzed by a specific enzyme.

· The five genes coding for these enzymes are clustered together on the bacterial chromosome, served by a single promoter.

· Transcription gives rise to one long mRNA molecule that codes for all five enzymes in the tryptophan pathway.

· The mRNA is punctuated with start and stop codons that signal where the coding sequence for each polypeptide begins and ends.

· A key advantage of grouping genes of related functions into one transcription unit is that a single “on-off switch” can control a cluster of functionally related genes.

· When an E. coli cell must make tryptophan for itself, all the enzymes are synthesized at one time.

· The switch is a segment of DNA called an operator.
· The operator, located between the promoter and the enzyme-coding genes, controls the access of RNA polymerase to the genes.

· The operator, the promoter, and the genes they control constitute an operon.
· By itself, an operon is on and RNA polymerase can bind to the promoter and transcribe the genes.

· However, if a repressor protein, a product of a regulatory gene, binds to the operator, it can prevent transcription of the operon’s genes.

· Each repressor protein recognizes and binds only to the operator of a certain operon.

· Regulatory genes are transcribed continuously at low rates.

· Binding by the repressor to the operator is reversible.

· The number of active repressor molecules available determines the on or off mode of the operator.

· Repressors contain allosteric sites that change shape depending on the binding of other molecules.

· In the case of the trp, or tryptophan, operon, when concentrations of tryptophan in the cell are high, some tryptophan molecules bind as a corepressor to the repressor protein.

· This activates the repressor and turns the operon off.

· At low levels of tryptophan, most of the repressors are inactive, and the operon is transcribed.

· The trp operon is an example of a repressible operon, one that is inhibited when a specific small molecule binds allosterically to a regulatory protein.

· In contrast, an inducible operon is stimulated when a specific small molecule interacts with a regulatory protein.

· In inducible operons, the regulatory protein is active (inhibitory) as synthesized, and the operon is off.

· Allosteric binding by an inducer molecule makes the regulatory protein inactive, and the operon is turned on.

· The lac operon contains a series of genes that code for enzymes that play a major role in the hydrolysis and metabolism of lactose (milk sugar).

· In the absence of lactose, this operon is off, as an active repressor binds to the operator and prevents transcription.

· Lactose metabolism begins with hydrolysis of lactose into its component monosaccharides, glucose and galactose.

· This reaction is catalyzed by the enzyme ß-galactosidase.

· Only a few molecules of this enzyme are present in an E. coli cell grown in the absence of lactose.

· If lactose is added to the bacterium’s environment, the number of ß-galactosidase increases by a thousandfold within 15 minutes.

· The gene for ß-galactosidase is part of the lac operon, which includes two other genes coding for enzymes that function in lactose metabolism.

· The regulatory gene, lacI, located outside the operon, codes for an allosteric repressor protein that can switch off the lac operon by binding to the operator.

· Unlike the trp operon, the lac repressor is active all by itself, binding to the operator and switching the lac operon off.

· An inducer inactivates the repressor.

· When lactose is present in the cell, allolactose, an isomer of lactose, binds to the repressor.

· This inactivates the repressor, and the lac operon can be transcribed.

· Repressible enzymes generally function in anabolic pathways, synthesizing end products from raw materials.

· When the end product is present in sufficient quantities, the cell can allocate its resources to other uses.

· Inducible enzymes usually function in catabolic pathways, digesting nutrients to simpler molecules.

· By producing the appropriate enzymes only when the nutrient is available, the cell avoids making proteins that have nothing to do.

· Both repressible and inducible operons demonstrate negative control because active repressors switch off the active form of the repressor protein.

· Positive gene control occurs when an activator molecule interacts directly with the genome to switch transcription on.

· Even if the lac operon is turned on by the presence of allolactose, the degree of transcription depends on the concentrations of other substrates.

· If glucose levels are low, then cyclic AMP (cAMP) accumulates.

· The regulatory protein catabolite activator protein (CAP) is an activator of transcription.

· When cAMP is abundant, it binds to CAP, and the regulatory protein assumes its active shape and can bind to a specific site at the upstream end of the lac promoter.

· The attachment of CAP to the promoter directly stimulates gene expression.

· Thus, this mechanism qualifies as positive regulation.

· The cellular metabolism is biased toward the use of glucose.

· If glucose levels are sufficient and cAMP levels are low (lots of ATP), then the CAP protein has an inactive shape and cannot bind upstream of the lac promoter.

· The lac operon will be transcribed but at a low level.

· For the lac operon, the presence/absence of lactose (allolactose) determines if the operon is on or off.

· Overall energy levels in the cell determine the level of transcription, a “volume” control, through CAP.

· CAP works on several operons that encode enzymes used in catabolic pathways.

· If glucose is present and CAP is inactive, then the synthesis of enzymes that catabolize other compounds is slowed.

· If glucose levels are low and CAP is active, then the genes that produce enzymes that catabolize whichever other fuel is present will be transcribed at high levels.

Chapter 19

Eukaryotic Genomes: 
Organization, Regulation, and Evolution

Lecture Outline

Overview

· Two features of eukaryotic genomes present a major information-processing challenge.

· First, the typical multicellular eukaryotic genome is much larger than that of a prokaryotic cell.

· Second, cell specialization limits the expression of many genes to specific cells.

· The estimated 25,000 genes in the human genome include an enormous amount of DNA that does not code for RNA or protein.

· This DNA is elaborately organized.

· Not only is the DNA associated with protein, but also this DNA-protein complex called chromatin is organized into higher structural levels than the DNA-protein complex in prokaryotes.

A. The Structure of Eukaryotic Chromatin

1. Chromatin structure is based on successive levels of DNA packing.

· While the single circular chromosome of bacteria is coiled and looped in a complex but orderly manner, eukaryotic chromatin is far more complex.

· Eukaryotic DNA is precisely combined with large amounts of protein.

· The resulting chromatin undergoes striking changes in the course of the cell cycle.

· During interphase of the cell cycle, chromatin fibers are usually highly extended within the nucleus.

· As a cell prepares for meiosis, its chromatin condenses, forming a characteristic number of short, thick chromosomes that can be distinguished with a light microscope.

· Eukaryotic chromosomes contain an enormous amount of DNA relative to their condensed length.

· Each human chromosome averages about 1.5 × 108 nucleotide pairs.

· If extended, each DNA molecule would be about 4 cm long, thousands of times longer than the cell diameter.

· This chromosome and 45 other human chromosomes fit into the nucleus.

· This occurs through an elaborate, multilevel system of DNA packing.

· Histone proteins are responsible for the first level of DNA packaging.

· The mass of histone in chromatin is approximately equal to the mass of DNA.

· Their positively charged amino acids bind tightly to negatively charged DNA.

· The five types of histones are very similar from one eukaryote to another, and similar proteins are found in prokaryotes.

· The conservation of histone genes during evolution reflects their pivotal role in organizing DNA within cells.

· Unfolded chromatin has the appearance of beads on a string.

· In this configuration, a chromatin fiber is 10 nm in diameter (the 10-nm fiber).
· Each bead of chromatin is a nucleosome, the basic unit of DNA packing.

· The “string” between the beads is called linker DNA.
· A nucleosome consists of DNA wound around a protein core composed of two molecules each of four types of histone: H2A, H2B, H3, and H4.

· The amino acid (N-terminus) of each histone protein (the histone tail) extends outward from the nucleosome.

· A molecule of a fifth histone, H1, attaches to the DNA near the nucleosome.

· The beaded string seems to remain essentially intact throughout the cell cycle.

· Histones leave the DNA only transiently during DNA replication.

· They stay with the DNA during transcription.

· By changing shape and position, nucleosomes allow RNA-synthesizing polymerases to move along the DNA.

· The next level of packing is due to the interactions between the histone tails of one nucleosome and the linker DNA and nucleosomes to either side.

· With the aid of histone H1, these interactions cause the 10-nm to coil to form the 30-nm chromatin fiber.
· This fiber forms looped domains attached to a scaffold of nonhistone proteins to make up a 300-nm fiber.
· In a mitotic chromosome, the looped domains coil and fold to produce the characteristic metaphase chromosome.

· These packing steps are highly specific and precise, with particular genes located in the same places on metaphase chromosomes.

· Interphase chromatin is generally much less condensed than the chromatin of mitotic chromosomes, but it shows several of the same levels of higher-order packing.

· Much of the chromatin is present as a 10-nm fiber, and some is compacted into a 30-nm fiber, which in some regions is folded into looped domains.

· An interphase chromosome lacks an obvious scaffold, but its looped domains seem to be attached to the nuclear lamina on the inside of the nuclear envelope, and perhaps also to fibers of the nuclear matrix.

· The chromatin of each chromosome occupies a specific restricted area within the interphase nucleus.

· Interphase chromosomes have highly condensed areas, heterochromatin, and less compacted areas, euchromatin.
· Heterochromatin DNA is largely inaccessible to transcription enzymes.

· Looser packing of euchromatin makes its DNA accessible to enzymes and available for transcription.

B. The Control of Gene Expression

1. Gene expression is regulated primarily at the transcription step.

· Like unicellular organisms, the tens of thousands of genes in the cells of multicellular eukaryotes are continually turned on and off in response to signals from their internal and external environments.

· Gene expression must be controlled on a long-term basis during cellular differentiation, the divergence in form and function as cells in a multicellular organism specialize.

· A typical human cell probably expresses about 20% of its genes at any given time.

· Highly specialized cells, such as nerves or muscles, express only a tiny fraction of their genes.

· Although all the cells in an organism contain an identical genome, the subset of genes expressed in the cells of each type is unique.

· The differences between cell types are due to differential gene expression, the expression of different genes by cells with the same genome.

· The genomes of eukaryotes may contain tens of thousands of genes.

· For quite a few species, only a small amount of the DNA—1.5% in humans—codes for protein.

· Of the remaining DNA, a very small fraction consists of genes for rRNA and tRNA.

· Most of the rest of the DNA seems to be largely noncoding, although researchers have found that a significant amount of it is transcribed into RNAs of unknown function.

· Problems with gene expression and control can lead to imbalance and diseases, including cancers.

· Our understanding of the mechanisms controlling gene expression in eukaryotes has been enhanced by new research methods, including advances in DNA technology.

· In all organisms, the expression of specific genes is most commonly regulated at transcription, often in response to signals coming from outside the cell.

· The term gene expression is often equated with transcription.

· With their greater complexity, eukaryotes have opportunities for controlling gene expression at additional stages.

· Each stage in the entire process of gene expression provides a potential control point where gene expression can be turned on or off, sped up or slowed down.

· A web of control connects different genes and their products.

· These levels of control include chromatin packing, transcription, RNA processing, translation, and various alterations to the protein product.

2. Chromatin modifications affect the availability of genes for transcription.

· In addition to its role in packing DNA inside the nucleus, chromatin organization regulates gene expression.

· Genes of densely condensed heterochromatin are usually not expressed, presumably because transcription proteins cannot reach the DNA.

· A gene’s location relative to nucleosomes and to attachment sites to the chromosome scaffold or nuclear lamina can affect transcription.

· Chemical modifications of chromatin play a key role in chromatin structure and gene expression.

· Chemical modifications of histones play a direct role in the regulation of gene transcription.

· The N-terminus of each histone molecule in a nucleosome protrudes outward from the nucleosome.

· These histone tails are accessible to various modifying enzymes, which catalyze the addition or removal of specific chemical groups.

· Histone acetylation (addition of an acetyl group —COCH3) and deacetylation appear to play a direct role in the regulation of gene transcription.

· Acetylated histones grip DNA less tightly, providing easier access for transcription proteins in this region.

· Some of the enzymes responsible for acetylation or deacetylation are associated with or are components of transcription factors that bind to promoters.

· Thus histone acetylation enzymes may promote the initiation of transcription not only by modifying chromatin structure, but also by binding to and recruiting components of the transcription machinery.

· DNA methylation is the attachment by specific enzymes of methyl groups (—CH3) to DNA bases after DNA synthesis.

· Inactive DNA is generally highly methylated compared to DNA that is actively transcribed.

· For example, the inactivated mammalian X chromosome in females is heavily methylated.

· Genes are usually more heavily methylated in cells where they are not expressed.

· Demethylating certain inactive genes turns them on.

· However, there are exceptions to this pattern.

· DNA methylation proteins recruit histone deacetylation enzymes, providing a mechanism by which DNA methylation and histone deacetylation cooperate to repress transcription.

· In some species, DNA methylation is responsible for long-term inactivation of genes during cellular differentiation.

· Once methylated, genes usually stay that way through successive cell divisions.

· Methylation enzymes recognize sites on one strand that are already methylated and correctly methylate the daughter strand after each round of DNA replication.

· This methylation patterns accounts for genomic imprinting in which methylation turns off either the maternal or paternal alleles of certain genes at the start of development.

· The chromatin modifications just discussed do not alter DNA sequence, and yet they may be passed along to future generations of cells.

· Inheritance of traits by mechanisms not directly involving the nucleotide sequence is called epigenetic inheritance.
· Researchers are amassing more and more evidence for the importance of epigenetic information in the regulation of gene expression.

· Enzymes that modify chromatin structure are integral parts of the cell’s machinery for regulating transcription.

3. Transcription initiation is controlled by proteins that interact with DNA and with each other.

· Chromatin-modifying enzymes provide initial control of gene expression by making a region of DNA either more available or less available for transcription.

· A cluster of proteins called a transcription initiation complex assembles on the promoter sequence at the “upstream” end of the gene.

· One component, RNA polymerase II, transcribes the gene, synthesizing a primary RNA transcript or pre-mRNA.

· RNA processing includes enzymatic addition of a 5’ cap and a poly-A tail, as well as splicing out of introns to yield a mature mRNA.

· Multiple control elements are associated with most eukaryotic genes.

· Control elements are noncoding DNA segments that regulate transcription by binding certain proteins.

· These control elements and the proteins they bind are critical to the precise regulation of gene expression in different cell types.

· To initiate transcription, eukaryotic RNA polymerase requires the assistance of proteins called transcription factors.
· General transcription factors are essential for the transcription of all protein-coding genes.

· Only a few general transcription factors independently bind a DNA sequence such as the TATA box within the promoter.

· Others in the initiation complex are involved in protein-protein interactions, binding each other and RNA polymerase II.

· The interaction of general transcription factors and RNA polymerase II with a promoter usually leads to only a low rate of initiation and production of few RNA transcripts.

· In eukaryotes, high levels of transcription of particular genes depend on the interaction of control elements with specific transcription factors.

· Some control elements, named proximal control elements, are located close to the promoter.

· Distant control elements, enhancers, may be thousands of nucleotides away from the promoter or even downstream of the gene or within an intron.

· A given gene may have multiple enhancers, each active at a different time or in a different cell type or location in the organism.

· An activator is a protein that binds to an enhancer to stimulate transcription of a gene.

· Protein-mediated bending of DNA brings bound activators in contact with a group of mediator proteins that interact with proteins at the promoter.

· This helps assemble and position the initiation complex on the promoter.

· Eukaryotic genes also have repressor proteins to inhibit expression of a gene.

· Eukaryotic repressors can cause inhibition of gene expression by blocking the binding of activators to their control elements or to components of the transcription machinery or by turning off transcription even in the presence of activators.

· Some activators and repressors act indirectly to influence chromatin structure.

· Some activators recruit proteins that acetylate histones near the promoters of specific genes, promoting transcription.

· Some repressors recruit proteins that deacetylate histones, reducing transcription or silencing the gene.

· Recruitment of chromatin-modifying proteins seems to be the most common mechanism of repression in eukaryotes.

· The number of nucleotide sequences found in control elements is surprisingly small.

· For many genes, the particular combination of control elements associated with the gene may be more important than the presence of a single unique control element in regulating transcription of the gene.

· Even with only a dozen control element sequences, a large number of combinations are possible.

· A particular combination of control elements will be able to activate transcription only when the appropriate activator proteins are present, such as at a precise time during development or in a particular cell type.

· The use of different combinations of control elements allows fine regulation of transcription with a small set of control elements.

· In prokaryotes, coordinately controlled genes are often clustered into an operon with a single promoter and other control elements upstream.

· The genes of the operon are transcribed into a single mRNA and translated together.

· In contrast, very few eukaryotic genes are organized this way.

· Recent studies of the genomes of several eukaryotic species have found that some coexpressed genes are clustered near each other on the same chromosome.

· Each eukaryotic gene in these clusters has its own promoter and is individually transcribed.

· The coordinate regulation of clustered genes in eukaryotic cells is thought to involve changes in the chromatin structure that makes the entire group of genes either available or unavailable for transcription.

· More commonly, genes coding for the enzymes of a metabolic pathway are scattered over different chromosomes.

· Coordinate gene expression in eukaryotes depends on the association of a specific control element or combination of control elements with every gene of a dispersed group.

· A common group of transcription factors binds to all the genes in the group, promoting simultaneous gene transcription.

· For example, a steroid hormone enters a cell and binds to a specific receptor protein in the cytoplasm or nucleus, forming a hormone-receptor complex that serves as a transcription activator.

· Every gene whose transcription is stimulated by that steroid hormone has a control element recognized by that hormone-receptor complex.

· Other signal molecules control gene expression indirectly by triggering signal-transduction pathways that lead to activation of transcription.

· Systems for coordinating gene regulation probably arose early in evolutionary history and evolved by the duplication and distribution of control elements within the genome.

4. Post-transcriptional mechanisms play supporting roles in the control of gene expression.

· Gene expression may be blocked or stimulated by any posttranscriptional step.

· By using regulatory mechanisms that operate after transcription, a cell can rapidly fine-tune gene expression in response to environmental changes without altering its transcriptional patterns.

· RNA processing in the nucleus and the export of mRNA to the cytoplasm provide opportunities for gene regulation that are not available in bacteria.

· In alternative RNA splicing, different mRNA molecules are produced from the same primary transcript, depending on which RNA segments are treated as exons and which as introns.

· Regulatory proteins specific to a cell type control intron-exon choices by binding to regulatory sequences within the primary transcript.

· The life span of an mRNA molecule is an important factor in determining the pattern of protein synthesis.

· Prokaryotic mRNA molecules may be degraded after only a few minutes.

· Eukaryotic mRNAs typically last for hours, days, or weeks.

· In red blood cells, mRNAs for hemoglobin polypeptides are unusually stable and are translated repeatedly.

· A common pathway of mRNA breakdown begins with enzymatic shortening of the poly-A tail.

· This triggers the enzymatic removal of the 5’ cap.

· This is followed by rapid degradation of the mRNA by nucleases.

· Nucleotide sequences in the untranslated trailer region at the 3’ end affect mRNA stability.

· Transferring such a sequence from a short-lived mRNA to a normally stable mRNA results in quick mRNA degradation.

· During the past few years, researchers have found small single-stranded RNA molecules called microRNAs, or miRNAs, that bind to complementary sequences in mRNA molecules.

· miRNAs are formed from longer RNA precursors that fold back on themselves, forming a long hairpin structure stabilized by hydrogen bonding.

· An enzyme called Dicer cuts the double-stranded RNA into short fragments.

· One of the two strands is degraded. The other miRNA strand associates with a protein complex and directs the complex to any mRNA molecules with a complementary sequence.

· The miRNA-protein complex then degrades the target mRNA or blocks its translation.

· The phenomenon of inhibition of gene expression by RNA molecules is called RNA interference (RNAi).
· Small interfering RNAs (siRNAs) are similar in size and function to miRNAs and are generated by similar mechanisms in eukaryotic cells.

· Cellular RNAi pathways lead to the destruction of RNAs and may have originated as a natural defense against infection by RNA viruses.

· Whatever their origin, RNAi plays an important role in regulating gene expression in the cell.

· Translation of specific mRNAs can be blocked by regulatory proteins that bind to specific sequences or structures within the 5’ leader region of mRNA.

· This prevents attachment of ribosomes.

· mRNAs may be stored in egg cells without poly-A tails of sufficient size to allow translation initiation.

· At the appropriate time during development, a cytoplasmic enzyme adds more A residues, allowing translation to begin.

· Protein factors required to initiate translation in eukaryotes offer targets for simultaneously controlling translation of all mRNAs in a cell.

· This allows the cell to shut down translation if environmental conditions are poor (for example, shortage of a key constituent) or until the appropriate conditions exist (for example, after fertilization in an egg or during daylight in plants).

· Finally, eukaryotic polypeptides must often be processed to yield functional proteins.

· This may include cleavage, chemical modifications, and transport to the appropriate destination.

· The cell limits the lifetimes of normal proteins by selective degradation.

· Many proteins, like the cyclins in the cell cycle, must be short-lived to function appropriately.

· Proteins intended for degradation are marked by the attachment of ubiquitin proteins.

· Giant protein complexes called proteasomes recognize the ubiquitin and degrade the tagged protein.

· Mutations making cell cycle proteins impervious to proteasome degradation can lead to cancer.

C. The Molecular Biology of Cancer

1. Cancer results from genetic changes that affect the cell cycle.

· Cancer is a disease in which cells escape the control methods that normally regulate cell growth and division.

· The gene regulation systems that go wrong during cancer are the very same systems that play important roles in embryonic development, the immune response, and other biological processes.

· The genes that normally regulate cell growth and division during the cell cycle include genes for growth factors, their receptors, and the intracellular molecules of signaling pathways.

· Mutations altering any of these genes in somatic cells can lead to cancer.

· The agent of such changes can be random spontaneous mutations or environmental influences such as chemical carcinogens, X-rays, or certain viruses.

· In 1911, Peyton Rous discovered a virus that causes cancer in chickens.

· Since then, scientists have recognized a number of tumor viruses that cause cancer in various animals, including humans.

· All tumor viruses transform cells into cancer cells through the integration of viral nucleic acid into host cell DNA.

· Cancer-causing genes, oncogenes, were initially discovered in retroviruses, but close counterparts, proto-oncogenes, have been found in other organisms.

· The products of proto-oncogenes are proteins that stimulate normal cell growth and division and play essential functions in normal cells.

· A proto-oncogene becomes an oncogene following genetic changes that lead to an increase in the proto-oncogene’s protein production or the activity of each protein molecule.

· These genetic changes include movements of DNA within the genome, amplification of the proto-oncogene, and point mutations in the control element of the proto-oncogene.

· Cancer cells frequently have chromosomes that have been broken and rejoined incorrectly.

· This may translocate a fragment to a location near an active promoter or other control element.

· Movement of transposable elements may also place a more active promoter near a proto-oncogene, increasing its expression.

· Amplification increases the number of copies of the proto-oncogene in the cell.

· A point mutation in the promoter or enhancer of a proto-oncogene may increase its expression.

· A point mutation in the coding sequence may lead to translation of a protein that is more active or longer-lived.

· Mutations to tumor-suppressor genes, whose normal products inhibit cell division, also contribute to cancer.

· Any decrease in the normal activity of a tumor-suppressor protein may contribute to cancer.

· Some tumor-suppressor proteins normally repair damaged DNA, preventing the accumulation of cancer-causing mutations.

· Others control the adhesion of cells to each other or to an extracellular matrix, crucial for normal tissues and often absent in cancers.

· Still others are components of cell-signaling pathways that inhibit the cell cycle.

2. Oncogene proteins and faulty tumor-suppressor proteins interfere with normal signaling pathways.

· The proteins encoded by many proto-oncogenes and tumor-suppressor genes are components of cell-signaling pathways.

· Mutations in the products of two key genes, the ras proto-oncogene, and the p53 tumor suppressor gene occur in 30% and 50% of human cancers, respectively.

· Both the Ras protein and the p53 protein are components of signal-transduction pathways that convey external signals to the DNA in the cell’s nucleus.

· Ras, the product of the ras gene, is a G protein that relays a growth signal from a growth factor receptor on the plasma membrane to a cascade of protein kinases.

· At the end of the pathway is the synthesis of a protein that stimulates the cell cycle.

· Many ras oncogenes have a point mutation that leads to a hyperactive version of the Ras protein that can issue signals on its own, resulting in excessive cell division.

· The p53 gene, named for its 53,000-dalton protein product, is often called the “guardian angel of the genome.”

· Damage to the cell’s DNA acts as a signal that leads to expression of the p53 gene.

· The p53 protein is a transcription factor for several genes.

· It can activate the p21 gene, which halts the cell cycle.

· It can turn on genes involved in DNA repair.

· When DNA damage is irreparable, the p53 protein can activate “suicide genes” whose protein products cause cell death by apoptosis.

· A mutation that knocks out the p53 gene can lead to excessive cell growth and cancer.

3. Multiple mutations underlie the development of cancer.

· More than one somatic mutation is generally needed to produce the changes characteristic of a full-fledged cancer cell.

· If cancer results from an accumulation of mutations, and if mutations occur throughout life, then the longer we live, the more likely we are to develop cancer.

· Colorectal cancer, with 135,000 new cases and 60,000 deaths in the United States each year, illustrates a multistep cancer path.

· The first sign is often a polyp, a small benign growth in the colon lining.

· The cells of the polyp look normal but divide unusually frequently.

· Through gradual accumulation of mutations that activate oncogenes and knock out tumor-suppressor genes, the polyp can develop into a malignant tumor.

· About a half dozen DNA changes must occur for a cell to become fully cancerous.

· These usually include the appearance of at least one active oncogene and the mutation or loss of several tumor-suppressor genes.

· Since mutant tumor-suppressor alleles are usually recessive, mutations must knock out both alleles.

· Most oncogenes behave as dominant alleles and require only one mutation.

· In many malignant tumors, the gene for telomerase is activated, removing a natural limit on the number of times the cell can divide.

· Viruses, especially retroviruses, play a role in about 15% of human cancer cases worldwide.

· These include some types of leukemia, liver cancer, and cancer of the cervix.

· Viruses promote cancer development by integrating their DNA into that of infected cells.

· By this process, a retrovirus may donate an oncogene to the cell.

· Alternatively, insertion of viral DNA may disrupt a tumor-suppressor gene or convert a proto-oncogene to an oncogene.

· Some viruses produce proteins that inactivate p53 and other tumor-suppressor proteins, making the cell more prone to becoming cancerous.

· The fact that multiple genetic changes are required to produce a cancer cell helps explain the predispositions to cancer that run in some families.

· An individual inheriting an oncogene or a mutant allele of a tumor-suppressor gene will be one step closer to accumulating the necessary mutations for cancer to develop.

· Geneticists are devoting much effort to finding inherited cancer alleles so that predisposition to certain cancers can be detected early in life.

· About 15% of colorectal cancers involve inherited mutations, especially to DNA repair genes or to the tumor-suppressor gene adenomatous polyposis coli, or APC.

· Normal functions of the APC gene include regulation of cell migration and adhesion.

· Even in patients with no family history of the disease, APC is mutated in about 60% of colorectal cancers.

· Between 5–10% of breast cancer cases show an inherited predisposition.

· This is the second most common type of cancer in the United States, striking more than 180,000 women annually and leading to 40,000 annual deaths.

· Mutations to one of two tumor-suppressor genes, BRCA1 and BRCA2, increase the risk of breast and ovarian cancer.

· A woman who inherits one mutant BRCA1 allele has a 60% probability of developing breast cancer before age 50 (versus a 2% probability in an individual with two normal alleles).

· BRCA1 and BRCA2 are considered tumor-suppressor genes because their wild-type alleles protect against breast cancer and because their mutant alleles are recessive.

· Recent evidence suggests that the BRCA2 protein is directly involved in repairing breaks that occur in both strands of DNA.

D. Genome Organization at the DNA Level

1. Repetitive DNA and other noncoding sequences account for much of a eukaryotic genome.

· Several trends are evident when we compare the genomes of prokaryotes to those of eukaryotes.

· There is a general trend from smaller to larger genomes, but with fewer genes in a given length of DNA.

· Humans have 500 to 1,500 times as many base pairs in their genome as most prokaryotes, but only 5 to 15 times as many genes.

· Most of the DNA in a prokaryote genome codes for protein, tRNA, or rRNA.

· The small amount of noncoding DNA consists mainly of regulatory sequences.

· In eukaryotes, most of the DNA (98.5% in humans) does not code for protein or RNA.

· Gene-related regulatory sequences and introns account for 24% of the human genome.

· Introns account for most of the difference in average length of eukaryotic (27,000 base pairs) and prokaryotic genes (1,000 base pairs).

· Most intergenic DNA is repetitive DNA, present in multiple copies in the genome.

· Transposable elements and related sequences make up 44% of the entire human genome.

· The first evidence for transposable elements came from geneticist Barbara McClintock’s breeding experiments with Indian corn (maize) in the 1940s and 1950s.

· Eukaryotic transposable elements are of two types: transposons, which move within a genome by means of a DNA intermediate, and retrotransposons, which move by means of an RNA intermediate, a transcript of the retrotransposon DNA.

· Transposons can move by a “cut and paste” mechanism, which removes the element from its original site, or by a “copy and paste” mechanism, which leaves a copy behind.

· Retrotransposons always leave a copy at the original site, since they are initially transcribed into an RNA intermediate.

· Most transposons are retrotransposons, in which the transcribed RNA includes the code for an enzyme that catalyzes the insertion of the retrotransposon and may include a gene for reverse transcriptase.

· Reverse transcriptase uses the RNA molecule originally transcribed from the retrotransposon as a template to synthesize a double-stranded DNA copy.

· Multiple copies of transposable elements and related sequences are scattered throughout eukaryotic genomes.

· A single unit is hundreds or thousands of base pairs long, and the dispersed “copies” are similar but not identical to one another.

· Some of the copies are transposable elements and some are related sequences that have lost the ability to move.

· Transposable elements and related sequences make up 25–50% of most mammalian genomes, and an even higher percentage in amphibians and angiosperms.

· In primates, a large portion of transposable element–related DNA consists of a family of similar sequences called Alu elements.
· These sequences account for approximately 10% of the human genome.

· Alu elements are about 300 nucleotides long, shorter than most functional transposable elements, and they do not code for protein.

· Many Alu elements are transcribed into RNA molecules.

· However, their cellular function is unknown.

· Repetitive DNA that is not related to transposable elements probably arose by mistakes that occurred during DNA replication or recombination.

· Repetitive DNA accounts for about 15% of the human genome.

· Five percent of the human genome consists of large-segment duplications in which 10,000 to 300,000 nucleotide pairs seem to have been copied from one chromosomal location to another.

· Simple sequence DNA contains many copies of tandemly repeated short sequences of 15–500 nucleotides.

· There may be as many as several hundred thousand repetitions of a nucleotide sequence.

· Simple sequence DNA makes up 3% of the human genome.

· Much of the genome’s simple sequence DNA is located at chromosomal telomeres and centromeres, suggesting that it plays a structural role.

· The DNA at centromeres is essential for the separation of chromatids in cell division and may also help to organize the chromatin within the interphase nucleus.

· Telomeric DNA prevents gene loss as DNA shortens with each round of replication and also binds proteins that protect the ends of a chromosome from degradation or attachment to other chromosomes.

2. Gene families have evolved by duplication of ancestral genes.

· Sequences coding for proteins and structural RNAs compose a mere 1.5% of the human genome.

· If introns and regulatory sequences are included, gene-related DNA makes up 25% of the human genome.

· In humans, solitary genes present in one copy per haploid set of chromosomes make up only half of the total coding DNA.

· The rest occurs in multigene families, collections of identical or very similar genes.

· Some multigene families consist of identical DNA sequences that may be clustered tandemly.

· These code for RNA products or for histone proteins.

· For example, the three largest rRNA molecules are encoded in a single transcription unit that is repeated tandemly hundreds to thousands of times.

· This transcript is cleaved to yield three rRNA molecules that combine with proteins and one other kind of rRNA to form ribosomal subunits.

· Two related families of nonidentical genes encode globins, a group of proteins that include the  (alpha) and  (beta) polypeptide sequences of hemoglobin.

· The different versions of each globin subunit are expressed at different times in development, allowing hemoglobin to function effectively in the changing environment of the developing animal.

· Within both the  and  families are sequences that are expressed during the embryonic, fetal, and/or adult stage of development.

· In humans, the embryonic and fetal hemoglobins have higher affinity for oxygen than do adult forms, ensuring transfer of oxygen from mother to developing fetus.

· Also found in the globin gene family clusters are several pseudogenes, DNA sequences similar to real genes that do not yield functional proteins.

3. Duplications, rearrangements, and mutations of DNA contribute to genome evolution.

· The earliest forms of life likely had a minimal number of genes, including only those necessary for survival and reproduction.

· The size of genomes has increased over evolutionary time, with the extra genetic material providing raw material for gene diversification.

· An accident in meiosis can result in one or more extra sets of chromosomes, a condition known as polyploidy.

· In a polyploid organism, one complete set of genes can provide essential functions for the organism.

· The genes in the extra set may diverge by accumulating mutations.

· These variations may persist if the organism carrying them survives and reproduces.

· In this way, genes with novel functions may evolve.

· Errors during meiosis due to unequal crossing over during Prophase I can lead to duplication of individual genes.

· Slippage during DNA replication can result in deletion or duplication of DNA regions.

· Such errors can lead to regions of repeats, such as simple sequence DNA.

· Major rearrangements of at least one set of genes occur during immune system differentiation.

· Duplication events can lead to the evolution of genes with related functions, such as the -globin and -globin gene families.

· A comparison of gene sequences within a multigene family indicates that they all evolved from one common ancestral globin gene, which was duplicated and diverged about 450–500 million years ago.

· After the duplication events, the differences between the genes in the globin family arose from mutations that accumulated in the gene copies over many generations.

· The necessary function provided by an -globin protein was fulfilled by one gene, while other copies of the -globin gene accumulated random mutations.

· Some mutations may have altered the function of the protein product in ways that were beneficial to the organism without changing its oxygen-carrying function.

· The similarity in the amino acid sequences of the various -globin and -globin proteins supports this model of gene duplication and mutation.

· Random mutations accumulating over time in the pseudogenes have destroyed their function.

· In other gene families, one copy of a duplicated gene can undergo alterations that lead to a completely new function for the protein product.

· The genes for lysozyme and -lactalbumin are good examples.

· Lysozyme is an enzyme that helps prevent infection by hydrolyzing bacterial cell walls.

· -lactalbumin is a nonenzymatic protein that plays a role in mammalian milk production.

· Both genes are found in mammals, while only lysozyme is found in birds.

· The two proteins are similar in their amino acids sequences and 3-D structures.

· These findings suggest that at some time after the bird and mammalian lineage had separated, the lysozyme gene underwent a duplication event in the mammalian lineage but not in the avian lineage.

· Subsequently, one copy of the duplicated lysozyme gene evolved into a gene encoding -lactalbumin, a protein with a completely different function.

· Rearrangement of existing DNA sequences has also contributed to genome evolution.

· The presence of introns in eukaryotic genes may have promoted the evolution of new and potentially useful proteins by facilitating the duplication or repositioning of exons in the genome.

· A particular exon within a gene could be duplicated on one chromosome and deleted from the homologous chromosome.

· The gene with the duplicated exon would code for a protein with a second copy of the encoded domain.

· This change in the protein’s structure could augment its function by increasing its stability or altering its ability to bind a particular ligand.

· Mixing and matching of different exons within or between genes owing to errors in meiotic recombination is called exon shuffling and could lead to new proteins with novel combinations of functions.

· The persistence of transposable elements as a large percentage of eukaryotic genomes suggests that they play an important role in shaping a genome over evolutionary time.

· These elements can contribute to evolution of the genome by promoting recombination, disrupting cellular genes or control elements, and carrying entire genes or individual exons to new locations.

· The presence of homologous transposable element sequences scattered throughout the genome allows recombination to take place between different chromosomes.

· Most of these alterations are likely detrimental, causing chromosomal translocations and other changes in the genome that may be lethal to the organism.

· Over the course of evolutionary time, an occasional recombination may be advantageous.

· The movement of transposable elements around the genome can have several direct consequences.

· If a transposable element “jumps” into the middle of a coding sequence of a protein-coding gene, it prevents the normal functioning of that gene.

· If a transposable element inserts within a regulatory sequence, it may increase or decrease protein production.

· During transposition, a transposable element may transfer genes to a new position on the genome or may insert an exon from one gene into another gene.

· Transposable elements can lead to new coding sequences when an Alu element hops into introns to create a weak alternative splice site in the RNA transcript.

· Splicing will usually occur at the regular splice sites, producing the original protein.

· Occasionally, splicing will occur at the new weak site.

· In this way, alternative genetic combinations can be “tried out” while the function of the original gene product is retained.

· These processes produce no effect or harmful effects in most individual cases.

· However, over long periods of time, the generation of genetic diversity provides more raw material for natural selection to work on during evolution.

Chapter 20

DNA Technology and Genomics

Lecture Outline

Overview

· One of the great achievements of modern science has been the sequencing of the human genome, which was largely completed by 2003.

· Progress began with the development of techniques for making recombinant DNA, in which genes from two different sources—and often different species—are combined in vitro into the same molecule.

· The methods for making recombinant DNA are central to genetic engineering, the direct manipulation of genes for practical purposes.

· Applications include the introduction of a desired gene into the DNA of a host that will produce the desired protein.

· DNA technology has launched a revolution in biotechnology, the manipulation of organisms or their components to make useful products.

· Practices that go back centuries, such as the use of microbes to make wine and cheese and the selective breeding of livestock, are examples of biotechnology.

· These techniques exploit naturally occurring mutations and genetic recombination.

· Biotechnology based on the manipulation of DNA in vitro differs from earlier practices by enabling scientists to modify specific genes and move them between organisms as distinct as bacteria, plants, and animals.

· DNA technology is now applied in areas ranging from agriculture to criminal law, but its most important achievements are in basic research.

A. DNA Cloning

· To study a particular gene, scientists needed to develop methods to isolate the small, well-defined portion of a chromosome containing the gene of interest.

· Techniques for gene cloning enable scientists to prepare multiple identical copies of gene-sized pieces of DNA.

1. DNA cloning permits production of multiple copies of a specific gene or other DNA segment.

· One basic cloning technique begins with the insertion of a foreign gene into a bacterial plasmid.

· E. coli and its plasmids are commonly used.

· First, a foreign gene is inserted into a bacterial plasmid to produce a recombinant DNA molecule.

· The plasmid is returned to a bacterial cell, producing a recombinant bacterium, which reproduces to form a clone of identical cells.

· Every time the bacterium reproduces, the recombinant plasmid is replicated as well.

· Under suitable conditions, the bacterial clone will make the protein encoded by the foreign gene.

· The potential uses of cloned genes fall into two general categories.

· First, the goal may be to produce a protein product.

· For example, bacteria carrying the gene for human growth hormone can produce large quantities of the hormone.

· Alternatively, the goal may be to prepare many copies of the gene itself.

· This may enable scientists to determine the gene’s nucleotide sequence or provide an organism with a new metabolic capability by transferring a gene from another organism.

· Most protein-coding genes exist in only one copy per genome, so the ability to clone rare DNA fragments is very valuable.

2. Restriction enzymes are used to make recombinant DNA.

· Gene cloning and genetic engineering were made possible by the discovery of restriction enzymes that cut DNA molecules at specific locations.

· In nature, bacteria use restriction enzymes to cut foreign DNA, to protect themselves against phages or other bacteria.

· They work by cutting up the foreign DNA, a process called restriction.
· Most restriction enzymes are very specific, recognizing short DNA nucleotide sequences and cutting at specific points in these sequences.

· Bacteria protect their own DNA by methylating the sequences recognized by these enzymes.

· Each restriction enzyme cleaves a specific sequence of bases or restriction site.
· These are often a symmetrical series of four to eight bases on both strands running in opposite directions.

· If the restriction site on one strand is 3’-CTTAAG-5’, the complementary strand is 5’-GAATTC-3’.

· Because the target sequence usually occurs (by chance) many times on a long DNA molecule, an enzyme will make many cuts.

· Copies of a DNA molecule will always yield the same set of restriction fragments when exposed to a specific enzyme.

· Restriction enzymes cut covalent sugar-phosphate backbones of both strands, often in a staggered way that creates single-stranded sticky ends.
· These extensions can form hydrogen-bonded base pairs with complementary single-stranded stretches (sticky ends) on other DNA molecules cut with the same restriction enzyme.

· These DNA fusions can be made permanent by DNA ligase, which seals the strand by catalyzing the formation of covalent bonds to close up the sugar-phosphate backbone.

· Restriction enzymes and DNA ligase can be used to make a stable recombinant DNA molecule, with DNA that has been spliced together from two different organisms.

3. Eukaryotic genes can be cloned in bacterial plasmids.

· Recombinant plasmids are produced by splicing restriction fragments from foreign DNA into plasmids.

· The original plasmid used to produce recombinant DNA is called a cloning vector, defined as a DNA molecule that can carry foreign DNA into a cell and replicate there.

· Bacterial plasmids are widely used as cloning vectors for several reasons.

· They can be easily isolated from bacteria, manipulated to form recombinant plasmids by in vitro insertion of foreign DNA, and then reintroduced into bacterial cells.

· Bacterial cells carrying the recombinant plasmid reproduce rapidly, replicating the inserted foreign DNA.

· The process of cloning a human gene in a bacterial plasmid can be divided into six steps.

1. The first step is the isolation of vector and gene-source DNA.

· The source DNA comes from human tissue cells grown in lab culture.

· The source of the plasmid is typically E. coli.

· This plasmid carries two useful genes, ampR, conferring resistance to the antibiotic ampicillin and lacZ, encoding the enzyme ß-galactosidase that catalyzes the hydrolysis of sugar.

· The plasmid has a single recognition sequence, within the lacZ gene, for the restriction enzyme used.

2. DNA is inserted into the vector.

· Both the plasmid and human DNA are digested with the same restriction enzyme. The enzyme cuts the plasmid DNA at its single restriction site within the lacZ gene. It cuts the human DNA at many sites, generating thousands of fragments. One fragment carries the human gene of interest. All the fragments—bacterial and human—have complementary sticky ends.

3. The human DNA fragments are mixed with the cut plasmids, and base-pairing takes place between complementary sticky ends.

· DNA ligase is added to permanently join the base-paired fragments.

· Some of the resulting recombinant plasmids contain human DNA fragments.

4. The recombinant plasmids are mixed with bacteria that are lacZ−, unable to hydrolyze lactose.

· This creates a diverse pool of bacteria: some bacteria that have taken up the desired recombinant plasmid DNA, and other bacteria that have taken up other DNA, both recombinant and nonrecombinant.

5. The transformed bacteria are plated on a solid nutrient medium containing ampicillin and a molecular mimic of lactose called X-gal.

· Only bacteria that have the ampicillin-resistance (ampR) plasmid will grow.

· Each reproducing bacterium forms a clone by repeating cell divisions, generating a colony of cells on the agar.

· The lactose mimic in the medium is used to identify plasmids that carry foreign DNA.

· Bacteria with plasmids lacking foreign DNA stain blue when ß-galactosidase from the intact lacZ gene hydrolyzes X-gal.

· Bacteria with plasmids containing foreign DNA inserted into the lacZ gene are white because they lack ß-galactosidase.

6. Cell clones with the right gene are identified.

· In the final step, thousands of bacterial colonies with foreign DNA must be sorted through to find those containing the gene of interest.

· One technique, nucleic acid hybridization, depends on base-pairing between the gene and a complementary sequence, a nucleic acid probe, on another nucleic acid molecule.

· The sequence of the RNA or DNA probe depends on knowledge of at least part of the sequence of the gene of interest.

· A radioactive or fluorescent tag is used to label the probe.

· The probe will hydrogen-bond specifically to complementary single strands of the desired gene.

· After denaturating (separating) the DNA strands in the bacterium, the probe will bind with its complementary sequence, tagging colonies with the targeted gene.

4. Cloned genes are stored in DNA libraries.

· In the “shotgun” cloning approach described above, a mixture of fragments from the entire genome is included in thousands of different recombinant plasmids.

· A complete set of recombinant plasmid clones, each carrying copies of a particular segment from the initial genome, forms a genomic library.
· The library can be saved and used as a source of other genes or for gene mapping.

· In addition to plasmids, certain bacteriophages are also common cloning vectors for making genomic libraries.

· Fragments of foreign DNA can be spliced into a phage genome using a restriction enzyme and DNA ligase.

· An advantage of using phage as vectors is that phage can carry larger DNA inserts than plasmids can.

· The recombinant phage DNA is packaged in a capsid in vitro and allowed to infect a bacterial cell.

· Infected bacteria produce new phage particles, each with the foreign DNA.

· A more limited kind of gene library can be developed by starting with mRNA extracted from cells.

· The enzyme reverse transcriptase is used to make single-stranded DNA transcripts of the mRNA molecules.

· The mRNA is enzymatically digested, and a second DNA strand complementary to the first is synthesized by DNA polymerase.

· This double-stranded DNA, called complementary DNA (cDNA), is modified by the addition of restriction sites at each end.

· Finally, the cDNA is inserted into vector DNA.

· A cDNA library represents that part of a cell’s genome that was transcribed in the starting cells.

· This is an advantage if a researcher wants to study the genes responsible for specialized functions of a particular kind of cell.

· By making cDNA libraries from cells of the same type at different times in the life of an organism, one can trace changes in the patterns of gene expression.

· If a researcher wants to clone a gene but is unsure in what cell type it is expressed or unable to obtain that cell type, a genomic library will likely contain the gene.

· A researcher interested in the regulatory sequences or introns associated with a gene will need to obtain the gene from a genomic library.

· These sequences are missing from the processed mRNAs used in making a cDNA library.

5. Eukaryote genes can be expressed in prokaryotic host cells.

· A clone can sometimes be screened for a desired gene based on detection of its encoded protein.

· Inducing a cloned eukaryotic gene to function in a prokaryotic host can be difficult.

· One way around this is to insert an expression vector, a cloning vector containing a highly active prokaryotic promoter, upstream of the restriction site.

· The prokaryotic host will then recognize the promoter and proceed to express the foreign gene that has been linked to it.

· Such expression vectors allow the synthesis of many eukaryotic proteins in prokaryotic cells.

· The presence of long noncoding introns in eukaryotic genes may prevent correct expression of these genes in prokaryotes, which lack RNA-splicing machinery.

· This problem can be surmounted by using a cDNA form of the gene inserted in a vector containing a bacterial promoter.

· Molecular biologists can avoid incompatibility problems by using eukaryotic cells as hosts for cloning and expressing eukaryotic genes.

· Yeast cells, single-celled fungi, are as easy to grow as bacteria and, unlike most eukaryotes, have plasmids.

· Scientists have constructed yeast artificial chromosomes (YACs) that combine the essentials of a eukaryotic chromosome (an origin site for replication, a centromere, and two telomeres) with foreign DNA.

· These chromosome-like vectors behave normally in mitosis and can carry more DNA than a plasmid.

· Another advantage of eukaryotic hosts is that they are capable of providing the posttranslational modifications that many proteins require.

· Such modifications may include adding carbohydrates or lipids.

· For some mammalian proteins, the host must be an animal cell to perform the necessary modifications.

· Many eukaryotic cells can take up DNA from their surroundings, but inefficiently.

· Several techniques facilitate entry of foreign DNA into eukaryotic cells.

· In electroporation, brief electrical pulses create a temporary hole in the plasma membrane through which DNA can enter.

· Alternatively, scientists can inject DNA into individual cells using microscopically thin needles.

· Once inside the cell, the DNA is incorporated into the cell’s DNA by natural genetic recombination.

6. The polymerase chain reaction (PCR) amplifies DNA in vitro.

· DNA cloning is the best method for preparing large quantities of a particular gene or other DNA sequence.

· When the source of DNA is scanty or impure, the polymerase chain reaction (PCR) is quicker and more selective.

· This technique can quickly amplify any piece of DNA without using cells.

· The DNA is incubated in a test tube with special DNA polymerase, a supply of nucleotides, and short pieces of single-stranded DNA as a primer.

· PCR can make billions of copies of a targeted DNA segment in a few hours.

· This is faster than cloning via recombinant bacteria.

· In PCR, a three-step cycle—heating, cooling, and replication—brings about a chain reaction that produces an exponentially growing population of identical DNA molecules.

· The reaction mixture is heated to denature the DNA strands.

· The mixture is cooled to allow hydrogen-bonding of short, single-stranded DNA primers complementary to sequences on opposite sides at each end of the target sequence.

· A heat-stable DNA polymerase extends the primers in the 5’ ( 3’ direction.

· If a standard DNA polymerase were used, the protein would be denatured along with the DNA during the heating step.

· The key to easy PCR automation was the discovery of an unusual DNA polymerase, isolated from prokaryotes living in hot springs, which can withstand the heat needed to separate the DNA strands at the start of each cycle.

· PCR is very specific.

· By their complementarity to sequences bracketing the targeted sequence, the primers determine the DNA sequence that is amplified.

· PCR can make many copies of a specific gene before cloning in cells, simplifying the task of finding a clone with that gene.

· PCR is so specific and powerful that only minute amounts of partially degraded DNA need be present in the starting material.

· Occasional errors during PCR replication impose limits to the number of good copies that can be made when large amounts of a gene are needed.

· Increasingly, PCR is used to make enough of a specific DNA fragment to clone it merely by inserting it into a vector.

· Devised in 1985, PCR has had a major impact on biological research and technology.

· PCR has amplified DNA from a variety of sources:

· Fragments of ancient DNA from a 40,000-year-old frozen woolly mammoth.

· DNA from footprints or tiny amounts of blood or semen found at the scenes of violent crimes.

· DNA from single embryonic cells for rapid prenatal diagnosis of genetic disorders.

· DNA of viral genes from cells infected with HIV.

7. Restriction fragment analysis detects DNA differences that affect restriction sites.

· Once we have prepared homogeneous samples of DNA, each containing a large number of identical segments, we can begin to ask some interesting questions about specific genes and their functions.

· Does a particular gene differ from person to person?

· Are certain alleles associated with a hereditary disorder?

· Where in the body and when during development is a gene expressed?

· What is the location of a gene in the genome?

· Is expression of a particular gene related to expression of other genes?

· How has a gene evolved, as revealed by interspecific comparisons?

· To answer these questions, we need to know the nucleotide sequence of the gene and its counterparts in other individuals and species, as well as its expression pattern.

· One indirect method of rapidly analyzing and comparing genomes is gel electrophoresis.
· Gel electrophoresis separates macromolecules—nucleic acids or proteins—on the basis of their rate of movement through a gel in an electrical field.

· Rate of movement depends on size, electrical charge, and other physical properties of the macromolecules.

· In restriction fragment analysis, the DNA fragments produced by restriction enzyme digestion of a DNA molecule are sorted by gel electrophoresis.

· When the mixture of restriction fragments from a particular DNA molecule undergoes electrophoresis, it yields a band pattern characteristic of the starting molecule and the restriction enzyme used.

· The relatively small DNA molecules of viruses and plasmids can be identified simply by their restriction fragment patterns.

· The separated fragments can be recovered undamaged from gels, providing pure samples of individual fragments.

· We can use restriction fragment analysis to compare two different DNA molecules representing, for example, different alleles of a gene.

· Because the two alleles differ slightly in DNA sequence, they may differ in one or more restriction sites.

· If they do differ in restriction sites, each will produce different-sized fragments when digested by the same restriction enzyme.

· In gel electrophoresis, the restriction fragments from the two alleles will produce different band patterns, allowing us to distinguish the two alleles.

· Restriction fragment analysis is sensitive enough to distinguish between two alleles of a gene that differ by only one base pair in a restriction site.

· A technique called Southern blotting combines gel electrophoresis with nucleic acid hybridization.

· Although electrophoresis will yield too many bands to distinguish individually, we can use nucleic acid hybridization with a specific probe to label discrete bands that derive from our gene of interest.

· The probe is a radioactive single-stranded DNA molecule that is complementary to the gene of interest.

· Southern blotting reveals not only whether a particular sequence is present in the sample of DNA, but also the size of the restriction fragments that contain the sequence.

· One of its many applications is to identify heterozygous carriers of mutant alleles associated with genetic disease.

· In the example below, we compare genomic DNA samples from three individuals: an individual who is homozygous for the normal ß-globin allele, a homozygote for sickle-cell allele, and a heterozygote.

· We combine several molecular techniques to compare DNA samples from three individuals.

1. We start by adding the same restriction enzyme to each of the three samples to produce restriction fragments.

2. We then separate the fragments by gel electrophoresis.

3. We transfer the DNA fragments from the gel to a sheet of nitrocellulose paper, still separated by size.

· This also denatures the DNA fragments.

4. Bathing the sheet in a solution containing a radioactively labeled probe allows the probe to attach by base-pairing to the DNA sequence of interest.

5. We can visualize bands containing the label with autoradiography.

· The band pattern for the heterozygous individual will be a combination of the patterns for the two homozygotes.

8. Restriction fragment length differences are useful as genetic markers.

· Restriction fragment analysis can be used to examine differences in noncoding DNA as well.

· Differences in DNA sequence on homologous chromosomes that produce different restriction fragment patterns are scattered abundantly throughout genomes, including the human genome.

· A restriction fragment length polymorphism (RFLP or Rif-lip) can serve as a genetic marker for a particular location (locus) in the genome.

· RFLPs are detected and analyzed by Southern blotting, frequently using the entire genome as the DNA starting material.

· The probe is complementary to the sequence under consideration.

· Because RFLP markers are inherited in a Mendelian fashion, they can serve as genetic markers for making linkage maps.

· The frequency with which two RFPL markers—or an RFLP marker and a certain allele for a gene—are inherited together is a measure of the closeness of the two loci on a chromosome.

B. DNA Analysis and Genomics

· The field of genomics is based on comparisons among whole sets of genes and their interactions.

1. Entire genomes can be mapped at the DNA level.

· As early as 1980, Daniel Botstein and his colleagues proposed that the DNA variations reflected in RFLPs could serve as the basis of an extremely detailed map of the entire human genome.

· Since then, researchers have used such markers in conjunction with the tools and techniques of DNA technology to develop detailed maps of the genomes of a number of species.

· The most ambitious research project made possible by DNA technology has been the sequencing of the human genome, officially begun as the Human Genome Project in 1990.

· This effort was largely completed in 2003 when the nucleotide sequence of the vast majority of DNA in the human genome was obtained.

· An international, publicly funded consortium of researchers at universities and research institutes has taken this project through three stages that provided progressively more detailed views of the human genome: genetic (linkage) mapping, physical mapping, and DNA sequencing.

· In addition to mapping human DNA, the genomes of other organisms important to biological research are also being mapped.

· Completed sequences include those of E. coli and other prokaryotes, Saccharomyces cerevisiae (yeast), Drosophila melanogaster (fruit fly), Mus musculus (mouse), and others.

· These genomes are providing important insights of general biological significance.

· In mapping a large genome, cytogenetic maps based on karyotyping and fluorescence hybridization provide a starting point for more detailed mapping.

· The first stage is to construct a linkage map of several thousand markers spaced throughout the chromosomes.

· The order of the markers and the relative distances between them on such a map are based on recombination frequencies.

· The markers can be genes or any other identifiable sequences in DNA, such as RFLPs or simple sequence DNA.

· The human map with 5,000 genetic markers enabled researchers to locate other markers, including genes, by testing for genetic linkage with the known markers.

· The next step was converting the relative distances to some physical measure, usually the number of nucleotides along the DNA.

· For whole-genome mapping, a physical map is made by cutting the DNA of each chromosome into identifiable restriction fragments and then determining the original order of the fragments.

· The key is to make fragments that overlap and then use probes or automated nucleotide sequencing of the ends to find the overlaps.

· When working with large genomes, researchers carry out several rounds of DNA cutting, cloning, and physical mapping.

· The first cloning vector is often a yeast artificial chromosome (YAC), which can carry inserted fragments up to a million base pairs long, or a bacterial artificial chromosome (BAC), which can carry inserts of 100,000 to 500,000 base pairs.

· After the order of these long fragments has been determined, each fragment is cut into pieces that are cloned in plasmids or phages, ordered, and finally sequenced.

· The complete nucleotide sequence of a genome is the ultimate map.

· Starting with a pure preparation of many copies of a relatively short DNA fragment, the nucleotide sequence of the fragment can be determined by a sequencing machine.

· The usual sequencing technique combines DNA labeling, DNA synthesis with special chain-terminating nucleotides, and high-resolution gel electrophoresis.

· A major thrust of the Human Genome Project has been the development of technology for faster sequencing and more sophisticated computer software for analyzing and assembling the partial sequences.

· One common method of sequencing DNA, the Sanger or dideoxyribonucleotide chain-termination method, is similar to PCR.

· Inclusion of special dideoxyribonucleotides in the reaction mix ensures that rather than copying the whole template, fragments of various lengths will be synthesized.

· These dideoxyribonucleotides, marked radioactively or fluorescently, terminate elongation when they are incorporated randomly into the growing strand because they lack a 3’-OH to attach the next nucleotide.

· The order of these fragments via gel electrophoresis can be interpreted as the nucleotide sequence.

· While the public consortium followed a hierarchical, three-stage approach for sequencing an entire genome, J. Craig Venter decided in 1992 to try a whole-genome shotgun approach.

· This used powerful computers to assemble sequences from random fragments, skipping the first two steps.

· The worth of his approach was demonstrated in 1995 when he and colleagues reported the complete sequence of a bacterium.

· His private company, Celera Genomics, finished the sequence of Drosophila melanogaster in 2000.

· In February 2001, Celera and the public consortium separately announced sequencing more than 90% of the human genome.

· Sequencing of the human genome is now virtually complete, although some gaps remain to be mapped.

· Areas with repetitive DNA and certain parts of the chromosomes of multicellular organisms resist detailed mapping by the usual methods.

· On one level, genome sequences of humans and other organisms are simply lists of nucleotide bases.

· On another level, analyses of these sequences and comparisons between species are leading to exciting discoveries.

2. Genome sequences provide clues to important biological questions.

· Genomics, the study of genomes and their interactions, is yielding new insights into fundamental questions about genome organization, the regulation of gene expression, growth and development, and evolution.

· Rather than inferring genotype from phenotype as classical geneticists did, molecular geneticists can study genes directly.

· This approach poses the challenge of determining phenotype from genotype.

· Starting with a long DNA sequence, how does a researcher recognize genes and determine their function?

· DNA sequences are collected in computer data banks that are available via the Internet to researchers everywhere.

· Special software scans the sequences for the telltale signs of protein-coding genes, looking for start and stop signals, RNA-splicing sites, and other features.

· The software also looks for expressed sequence tags (ESTs), sequences similar to those in known genes.

· From these clues, researchers collect a list of gene candidates.

· Although genome size increases from prokaryotes to eukaryotes, it does not always correlate with biological complexity among eukaryotes.

· One flowering plant has a genome 40 times the size of the human genome.

· An organism may have fewer genes than expected from the size of its genome.

· The estimated number of human genes is 25,000 or fewer, only about one-and-a-half times the number found in the fruit fly.

· This is surprising, given the great diversity of cell types in humans.

· Genes account for only a small fraction of the human genome.

· Much of the enormous amount of noncoding DNA in the human genome consists of repetitive DNA and unusually long introns.

· By doing more mixing and matching of modular elements, humans—and vertebrates in general—reach greater complexity than flies or worms.

· Gene expression is regulated in more subtle and complicated ways in vertebrates than in other organisms.

· The typical human gene specifies several different polypeptides by using different combinations of exons.

· Nearly all human genes contain multiple exons, and an estimated 75% of these multiexon genes are alternatively spliced.

· Along with this is additional polypeptide diversity via posttranslational processing.

· There are a much greater number of possible interactions between gene products as a result of greater polypeptide diversity.

· About half of the human genes were already known before the Human Genome Project.

· To determine what the others are and what they may do, scientists compare the sequences of new gene candidates with those of known genes.

· In some cases, the sequence of a new gene candidate will be similar in part to that of a known gene, suggesting similar function.

· In other cases, the new sequences will be similar to a sequence encountered before, but of unknown function.

· In still other cases, the sequence is entirely unlike anything ever seen before.

· About 30% of the E. coli genes are new to us.

· How can scientists determine the function of new genes identified by genome sequencing and comparative analysis?

· One way to determine their function is to disable the gene and observe the consequences.

· Using in vitro mutagenesis, specific mutations are introduced into a cloned gene, altering or destroying its function.

· When the mutated gene is returned to the cell, it may be possible to determine the function of the normal gene by examining the phenotype of the mutant.

· Researchers may put a mutated gene into cells from the early embryo of an organism to study the role of the gene in development and functioning of the whole organisms.

· In nonmammalian organisms, a simpler and faster method, RNA interference (RNAi), has been applied to silence the expression of selected genes.

· This method uses synthetic double-stranded RNA molecules matching the sequences of a particular gene to trigger breakdown of the gene’s mRNA.

· The RNAi technique has had limited success in mammalian cells but has been valuable in analyzing the functions of genes in nematodes and fruit flies.

· In one study, RNAi was used to prevent expression of 86% of the genes in early nematode embryos, one gene at a time.

· Analysis of the phenotypes of the worms that developed from these embryos allowed the researchers to group most of the genes into functional groups.

· A major goal of genomics is to learn how genes act together to produce a functioning organism.

· Part of the explanation for how humans get along with so few genes probably lies in the unusual complexity of networks of interactions among genes and their products.

· As the sequences of entire genomes of several organisms neared completion, some researchers began to investigate which genes are transcribed under different situations.

· They also looked for groups of genes that are expressed in a coordinated pattern to identify global patterns or networks of expression.

· The basic strategy in global expression is to isolate mRNAs from particular cells and use the mRNA as a template to build cDNA by reverse transcription.

· Each cDNA can be compared to other collections of DNA by hybridization.

· This will reveal which genes are active at different developmental stages, in different tissues, or in tissues in different states of health.

· Automation has allowed scientists to detect and measure the expression of thousands of genes at one time using DNA microarray assays.
· Tiny amounts of a large number of single-stranded DNA fragments representing different genes are fixed on a glass slide in a tightly spaced grid (array).

· The array is called a DNA chip.
· The fragments, sometimes representing all the genes of an organism, are tested for hybridization with various samples of fluorescently labeled cDNA molecules.

· Spots where any of the cDNA hybridizes fluoresce with an intensity indicating the relative amount of the mRNA that was in the tissue.

· Ultimately, information from microarray assays should provide us a grander view: how ensembles of genes interact to form a living organism.

· DNA microarray assays are being used to compare cancerous versus noncancerous tissues.

· This may lead to new diagnostic techniques and biochemically targeted treatments, as well as a fuller understanding of cancer.

· The genomes of about 150 species have been completely or almost completely sequenced by the spring of 2004, with many more in progress.

· Most of these are prokaryotes, including 20 archaean genomes.

· Among the 20 eukaryotic species are vertebrates, invertebrates, and plants.

· Comparisons of genome sequences from different species allow us to determine the evolutionary relationships even between distantly related organisms.

· The more similar the nucleotide sequences between two species, the more closely related these species are in their evolutionary history.

· Comparisons of the complete genome sequences of bacteria, archaea, and Eukarya support the theory that these are the three fundamental domains of life.

· Comparative genome studies confirm the relevance of research on simpler organisms to our understanding of human biology.

· The yeast genome is proving useful in helping us to understand the human genome.

· Comparisons of noncoding sequences in the human genome to those in the much smaller yeast genome revealed regions with highly conserved sequences that are important regulatory sequences in both species.

· Several yeast protein-coding genes are so similar to certain human disease genes that researchers have figured out the functions of the disease genes by studying their normal yeast counterparts.

· The genomes of two closely related species are likely to be similarly organized.

· Once the sequence and organization of one genome is known, it can greatly accelerate the mapping of a related genome.

· For example, the mouse genome can be mapped quickly, with the human genome serving as a guide.

· The small number of gene differences between closely related species makes it easier to correlate phenotypic differences between species with particular genetic differences.

· One gene that is clearly different in chimps and humans appears to function in speech.

· Researchers may determine what a human disease gene does by studying its normal counterpart in mice, who share 80% of our genes.

· The next step after mapping and sequencing genomes is proteomics, the systematic study of full protein sets (proteomes) encoded by genomes.

· One challenge is the sheer number of proteins in humans and our close relatives because of alternative RNA splicing and posttranslational modifications.

· Collecting all the proteins produced by an organism will be difficult because a cell’s proteins differ with cell type and its state.

· Unlike DNA, proteins are extremely varied in structure and chemical and physical properties.

· Because proteins are the molecules that actually carry out cell activities, we must study them to learn how cells and organisms function.

· Complete catalogs of genes and proteins will change the discipline of biology dramatically.

· With such catalogs in hand, researchers are turning their attention to the functional integration of individual components in biological systems.

· Advances in bioinformatics, the application of computer science and mathematics to genetic and other biological information, will play a crucial role in dealing with the enormous mass of data.

· These analyses will provide understanding of the spectrum of genetic variation in humans.

· Because we are all probably descended from a small population living in Africa 150,000 to 200,000 years ago, the amount of DNA variation in humans is small.

· Most of our diversity is in the form of single nucleotide polymorphisms (SNPs), single base-pair variations.

· In humans, SNPs occur about once in 1,000 bases, meaning that any two humans are 99.9% identical.

· The locations of the human SNP sites will provide useful markers for studying human evolution, the differences between human populations, and the migratory routes of human populations throughout history.

· SNPs and other polymorphisms will be valuable markers for identifying disease genes and genes that influence our susceptibility to diseases, toxins, or drugs.

· This will change the practice of 21st-century medicine.

C. Practical Applications of DNA Technology

1. DNA technology is reshaping medicine and the pharmaceutical industry.

· Modern biotechnology is making enormous contributions both to the diagnosis of diseases and in the development of pharmaceutical products.

· The identification of genes whose mutations are responsible for genetic diseases may lead to ways to diagnose, treat, or even prevent these conditions.

· Susceptibility to many “nongenetic” diseases, from arthritis to AIDS, is influenced by a person’s genes.

· Diseases of all sorts involve changes in gene expression within the affected genes and within the patient’s immune system.

· DNA technology can identify these changes and lead to the development of targets for prevention or therapy.

· PCR and labeled nucleic acid probes can track down the pathogens responsible for infectious diseases.

· For example, PCR can amplify and thus detect HIV DNA in blood and tissue samples, detecting an otherwise elusive infection.

· RNA cannot be directly amplified by PCR.

· The RNA genome is first converted to double-stranded cDNA by a technique called RT-PCR, using a probe specific for one of the HIV genes.

· Medical scientists can use DNA technology to identify individuals with genetic diseases before the onset of symptoms, even before birth.

· Genetic disorders are diagnosed by using PCR and primers corresponding to cloned disease genes, and then sequencing the amplified product to look for the disease-causing mutation.

· Cloned disease genes include those for sickle-cell disease, hemophilia, cystic fibrosis, Huntington’s disease, and Duchenne muscular dystrophy.

· It is even possible to identify symptomless carriers of these diseases.

· It is possible to detect abnormal allelic forms of genes, even in cases in which the gene has not yet been cloned.

· The presence of an abnormal allele can be diagnosed with reasonable accuracy if a closely linked RFLP marker has been found.

· The closeness of the marker to the gene makes crossing over between them unlikely, and the marker and gene will almost always be inherited together.

· Techniques for gene manipulation hold great potential for treating disease by gene therapy, the alteration of an afflicted individual’s genes.

· A normal allele is inserted into somatic cells of a tissue affected by a genetic disorder.

· For gene therapy of somatic cells to be permanent, the cells that receive the normal allele must be ones that multiply throughout the patient’s life.

· Bone marrow cells, which include the stem cells that give rise to blood and immune system cells, are prime candidates for gene therapy.

· A normal allele can be inserted by a retroviral vector into bone marrow cells removed from the patient.

· If the procedure succeeds, the returned modified cells will multiply throughout the patient’s life and express the normal gene, providing missing proteins.

· This procedure was used in a 2000 trial involving ten young children with SCID (severe combined immunodeficiency disease), a genetic disease in which bone marrow cells do not produce a vital enzyme because of a single defective gene.

· Nine of the children showed significant improvement after two years.

· However, two of the children developed leukemia.

· It was discovered that the retroviral vector used to carry the normal allele into bone marrow cells had inserted near a gene involved in proliferation and development of blood cells, causing leukemia.

· The trial has been suspended until researchers learn how to control the location of insertion of the retroviral vectors.

· Gene therapy poses many technical questions.

· These include regulation of the activity of the transferred gene to produce the appropriate amount of the gene product at the right time and place.

· In addition, the insertion of the therapeutic gene must not harm other necessary cell functions.

· Gene therapy raises some difficult ethical and social questions.

· Some critics suggest that tampering with human genes, even for those with life-threatening diseases, is wrong.

· They argue that this will lead to the practice of eugenics, a deliberate effort to control the genetic makeup of human populations.

· The most difficult ethical question is whether we should treat human germ-line cells to correct the defect in future generations.

· In laboratory mice, transferring foreign genes into egg cells is now a routine procedure.

· Once technical problems relating to similar genetic engineering in humans are solved, we will have to face the question of whether it is advisable, under any circumstances, to alter the genomes of human germ lines or embryos.

· Should we interfere with evolution in this way?

· From a biological perspective, the elimination of unwanted alleles from the gene pool could backfire.

· Genetic variation is a necessary ingredient for the survival of a species as environmental conditions change with time.

· Genes that are damaging under some conditions could be advantageous under other conditions, as in the example of the sickle-cell allele.

· DNA technology has been used to create many useful pharmaceuticals, mostly proteins.

· By transferring the gene for a protein into a host that is easily grown in culture, one can produce large quantities of normally rare proteins.

· By including highly active promoters (and other control elements) into vector DNA, the host cell can be induced to make large amounts of the product of a gene.

· In addition, host cells can be engineered to secrete a protein, simplifying the task of purification.

· One of the first practical applications of gene splicing was the production of mammalian hormones and other mammalian regulatory proteins in bacteria.

· These include human insulin, human growth factor (HGF), and tissue plasminogen activator.

· Human insulin, produced by bacteria, is superior for the control of diabetes to the older treatment of pig or cattle insulin.

· Human growth hormone benefits children with hypopituitarism, a form of dwarfism.

· Tissue plasminogen activator (TPA) helps dissolve blood clots and reduce the risk of future heart attacks.

· Like many such drugs, it is expensive.

· New pharmaceutical products are responsible for novel ways of fighting diseases that do not respond to traditional drug treatments.

· One approach is to use genetically engineered proteins that either block or mimic surface receptors on cell membranes.

· For example, one experimental drug mimics a receptor protein that HIV bonds to when entering white blood cells. HIV binds to the drug instead and fails to enter the blood cells.

· DNA technology can also be used to produce vaccines, which stimulate the immune system to defend against specific pathogens.

· A vaccine is a harmless variant or derivative of a pathogen that stimulates the immune system.

· Traditional vaccines are either killed microbes or attenuated microbes that do not cause disease.

· Both are similar enough to the active pathogen to trigger an immune response.

· Recombinant DNA techniques can generate large amounts of a specific protein molecule normally found on the pathogen’s surface.

· If this protein triggers an immune response against the intact pathogen, then it can be used as a vaccine.

· Alternatively, genetic engineering can modify the genome of the pathogen to attenuate it.

· These attenuated microbes are often more effective than a protein vaccine because they usually trigger a greater response by the immune system.

· Pathogens attenuated by gene-splicing techniques may be safer than the natural mutants traditionally used.

2. DNA technology offers forensic, environmental, and agricultural applications.

· In violent crimes, blood, semen, or traces of other tissues may be left at the scene or on the clothes or other possessions of the victim or assailant.

· If enough tissue is available, forensic laboratories can determine blood type or tissue type by using antibodies for specific cell surface proteins.

· However, these tests require relatively large amounts of fresh tissue.

· Also, this approach can only exclude a suspect.

· DNA testing can identify the guilty individual with a much higher degree of certainty, because the DNA sequence of every person is unique (except for identical twins).

· RFPL analysis by Southern blotting can detect similarities and differences in DNA samples and requires only a tiny amount of blood or other tissue.

· Radioactive probes mark electrophoresis bands that contain certain RFLP markers.

· As few as five markers from an individual can be used to create a DNA fingerprint.
· The probability that two people who are not identical twins have the same DNA fingerprint is very small.

· DNA fingerprints can be used forensically to present evidence to juries in murder trials.

· An autoradiograph of RFLP bands of samples from a murder victim, the defendant, and the defendant’s clothes may be consistent with the conclusion that the blood on the clothes is from the victim, not the defendant.

· The forensic use of DNA fingerprinting extends beyond violent crimes.

· For instance, DNA fingerprinting can be used to settle conclusively questions of paternity.

· DNA fingerprinting recently provided strong evidence that Thomas Jefferson fathered at lease one of the children of his slave Sally Hemings.

· These techniques can also be used to identify the remains of individuals killed in natural or man-made disasters.

· Variations in the lengths of repeated base sequences are increasingly used as markers in DNA fingerprinting.

· Such polymorphic genetic loci have repeating units of only a few base pairs and are highly variable from person to person.

· Individuals may vary in the numbers of simple tandem repeats (STRs) at a locus.

· Restriction fragments with STRs vary in size among individuals because of differences in STR lengths.

· PCR is often used to amplify selectively particular STRs or other markers before electrophoresis, especially if the DNA is poor or in minute quantities.

· The DNA fingerprint of an individual would be truly unique if it were feasible to perform restriction fragment analysis on the entire genome.

· In practice, forensic DNA tests focus on only about five tiny regions of the genome.

· The probability that two people will have identical DNA fingerprints in these highly variable regions is typically between one in 100,000 and one in a billion.

· The exact figure depends on the number of markers and the frequency of those markers in the population.

· Despite problems that might arise from insufficient statistical data, human error, or flawed evidence, DNA fingerprinting is now accepted as compelling evidence.

· Increasingly, genetic engineering is being applied to environmental work.

· Scientists are engineering the metabolism of microorganisms to help cope with some environmental problems.

· For example, genetically engineered microbes that can extract heavy metals from their environments and incorporate the metals into recoverable compounds may become important both in mining materials and cleaning up highly toxic mining wastes.

· In addition to the normal microbes that participate in sewage treatment, new microbes that can degrade other harmful compounds are being engineered.

· Bacterial strains have been developed that can degrade some of the chemicals released during oil spills.

· For many years, scientists have been using DNA technology to improve agricultural productivity.

· DNA technology is now routinely used to make vaccines and growth hormones for farm animals.

· Transgenic organisms are made by introducing genes from one species into the genome of another organism.

· An egg cell is removed from a female animal and fertilized in vitro.

· Meanwhile, the desired gene is obtained from another organism and cloned.

· The cloned DNA is injected directly into the nuclei of the fertilized egg.

· Some of the cells integrate the transgene into their genomes and express the foreign gene.

· The engineered embryos are surgically implanted in a surrogate mother.

· Transgenic animals may be created to exploit the attributes of new genes (for example, genes for faster growth or larger muscles).

· Other transgenic organisms are pharmaceutical “factories”—producers of large amounts of otherwise rare substances for medical use.

· Transgenic farm mammals may secrete the gene product of interest in their milk.

· Researchers have engineered transgenic chickens that express large quantities of the transgene’s product in their eggs.

· The human proteins produced by farm animals may or may not be structurally identical to natural human proteins.

· Therefore, they have to be tested very carefully to ensure that they will not cause allergic reactions or other adverse effects in patients receiving them.

· In addition, the health and welfare of transgenic farm animals are important issues, as they often suffer from lower fertility or increased susceptibility to disease.

· Agricultural scientists have engineered a number of crop plants with genes for desirable traits.

· These include delayed ripening and resistance to spoilage and disease.

· Because a single transgenic plant cell can be grown in culture to generate an adult plant, plants are easier to engineer than most animals.

· The Ti plasmid, from the soil bacterium Agrobacterium tumefaciens, is often used to introduce new genes into plant cells.

· The Ti plasmid normally integrates a segment of its DNA into its host plant and induces tumors.

· Foreign genes can be inserted into the Ti plasmid (a version that does not cause disease) using recombinant DNA techniques.

· The recombinant plasmid can be put back into Agrobacterium, which then infects plant cells, or introduced directly into plant cells.

· Genetic engineering is quickly replacing traditional plant-breeding programs, especially for useful traits determined by one or a few genes, like herbicide or pest resistance.

· Use of genetically modified crops has reduced the need for chemical insecticides.

· Scientists are using gene transfer to improve the nutritional value of crop plants.

· For example, a transgenic rice plant has been developed that produces yellow grains containing beta-carotene, which our bodies use to make vitamin A.

· Large numbers of young people in southeast Asia are deficient in vitamin A, leading to vision impairment and increased disease rates.

· DNA technology has led to new alliances between the pharmaceutical industry and agriculture.

· Plants can be engineered to produce human proteins for medical use and viral proteins for use as vaccines.

· Several such “pharm” products are in clinical trials, including vaccines for hepatitis B and an antibody that blocks the bacteria that cause tooth decay.

· The advantage of pharm plants is that large amounts of proteins might be made more economically by plants than by cultured cells.

3. DNA technology raises important safety and ethical questions.

· The power of DNA technology has led to worries about potential dangers.

· Early concerns focused on the possibility that recombinant DNA technology might create hazardous new pathogens.

· In response, scientists developed a set of guidelines that have become formal government regulations in the United States and some other countries.

· Strict laboratory procedures are designed to protect researchers from infection by engineered microbes and to prevent their accidental release.

· Some strains of microorganisms used in recombinant DNA experiments are genetically crippled to ensure that they cannot survive outside the laboratory.

· Finally, certain obviously dangerous experiments have been banned.

· Today, most public concern centers on genetically modified (GM) organisms used in agriculture.

· GM organisms have acquired one or more genes (perhaps from another species) by artificial means.

· Salmon have been genetically modified by addition of a more active salmon growth hormone gene.

· However, the majority of GM organisms in our food supply are not animals but crop plants.

· In 1999, the European Union suspended the introduction of new GM crops pending new legislation.

· Early in 2000, negotiators from 130 countries, including the United States, agreed on a Biosafety Protocol that requires exporters to identify GM organisms present in bulk food shipments.

· Advocates of a cautious approach fear that GM crops might somehow be hazardous to human health or cause ecological harm.

· In particular, transgenic plants might pass their new genes to close relatives in nearby wild areas through pollen transfer.

· Transference of genes for resistance to herbicides, diseases, or insect pests may lead to the development of wild “superweeds” that would be difficult to control.

· To date there is little good data either for or against any special health or environmental risks posed by genetically modified crops.

· Today, governments and regulatory agencies are grappling with how to facilitate the use of biotechnology in agriculture, industry, and medicine while ensuring that new products and procedures are safe.

· In the United States, all projects are evaluated for potential risks by various regulatory agencies, including the Food and Drug Administration, Environmental Protection Agency, the National Institutes of Health, and the Department of Agriculture.

· These agencies are under increasing pressures from some consumer groups.

· As with all new technologies, developments in DNA technology have ethical overtones.

· Who should have the right to examine someone else’s genes?

· How should that information be used?

· Should a person’s genome be a factor in suitability for a job or eligibility for life insurance?

· The power of DNA technology and genetic engineering demands that we proceed with humility and caution.

Chapter 21

The Genetic Basis of Development

Lecture Outline

Overview

· The application of genetic analysis and DNA technology to the study of development has brought about a revolution in our understanding of how a complex multicellular organism develops from a single cell.

· In 1995, Swiss researchers identified a gene that functions as a master switch to trigger the development of the eye in Drosophila.

· A similar gene triggers eye development in mammals.

· Developmental biologists are discovering remarkable similarities in the mechanisms that shape diverse organisms.

· While geneticists were advancing from Mendel’s laws to an understanding of the molecular basis of inheritance, developmental biologists were focusing on embryology.

· Embryology is the study of the stages of development leading from fertilized egg to fully formed organism.

· In recent years, the concepts and tools of molecular genetics have reached a point where a real synthesis of genetics and developmental biology has been possible.

· When the primary research goal is to understand broad biological principles, the organism chosen for study is called a model organism.
· Researchers select model organisms that are representative of a larger group, suitable for the questions under investigation, and easy to grow in the lab.

· For study of the connections between genes and development, suitable model organisms have short generation times and small genomes that are suitable for genetic analysis.

· Model organisms used in developmental genetics include the fruit fly Drosophila melanogaster, the nematode Caenorhabditis elegans, the mouse Mus musculus, the zebra fish Danio rerio, and the plant Arabidopsis thaliana.

· The fruit fly Drosophila melanogaster was first chosen as a model organism by geneticist T. H. Morgan and intensively studied by generations of geneticists after him.

· The fruit fly is small and easily grown in the laboratory.

· It has a generation time of only two weeks and produces many offspring.

· Embryos develop outside the mother’s body.

· There are vast amounts of information on its genes and other aspects of its biology.

· However, because first rounds of mitosis occur without cytokinesis, parts of its development are superficially quite different from that of other organisms.

· Sequencing of the Drosophila genome was completed in 2000.

· It has 180 × 106 base pairs (180 Mb) and contains about 13,700 genes.

· The nematode Caenorhabditis elegans normally lives in the soil but is easily grown in petri dishes.

· Only a millimeter long, it has a simple, transparent body with only a few cell types and grows from zygote to mature adult in only three and a half days.

· Its genome has been sequenced. It is 97 Mb long and contains an estimated 19,000 genes.

· Because individuals are hermaphrodites, it is easy to detect recessive mutations.

· Self-fertilization of heterozygotes produces some homozygous recessive offspring with mutant phenotypes.

· Every adult C. elegans has exactly 959 somatic cells.

· These arise from the zygote in virtually the same way for every individual.

· By following all cell divisions with a microscope, biologists have constructed the organism’s complete cell lineage, showing the ancestry of every cell in the adult body.

· The mouse Mus musculus has a long history as a mammalian model of development.

· Much is known about its biology.

· The mouse genome is about 2,600 Mb long with about 25,000 genes, about the same as the human genome.

· Researchers are adept at manipulating mouse genes to make transgenic mice and mice in which particular genes are “knocked out” by mutation.

· Mice are complex animals with a genome as large as ours.

· Their embryos develop in the mother’s uterus, hidden from view.

· A second vertebrate model, the zebra fish Danio rerio, has some unique advantages.

· These small fish (2–4 cm long) are easy to breed in the laboratory in large numbers.

· The transparent embryos develop outside the mother’s body.

· Although generation time is two to four months, the early stages of development proceed quickly.

· By 24 hours after fertilization, most tissues and early versions of the organs have formed.

· After two days, the fish hatches out of the egg case.

· The zebra fish genome is estimated to be 1,700 Mb, and is still being mapped and sequenced.

· For studying the molecular genetics of plant development, researchers are focusing on a small weed, Arabidopsis thaliana (a member of the mustard family).

· One plant can grow and produce thousands of progeny after eight to ten weeks.

· A hermaphrodite, each flower makes eggs and sperm.

· For gene manipulation research, scientists can induce cultured cells to take up foreign DNA (genetic transformation).

· Its relatively small genome, about 118 Mb, contains an estimated 25,500 genes.

A. From Single Cell to Multicellular Organism

· In the development of most multicellular organisms, a single-celled zygote gives rise to cells of many different types.

· Each type has a different structure and corresponding function.

· Cells of similar types are organized into tissues, tissues into organs, organs into organ systems, and organ systems into the whole organism.

· Thus, the process of embryonic development must give rise not only to cells of different types, but also to higher-level structures arranged in a particular way in three dimensions.

1. Embryonic development involves cell division, cell differentiation, and morphogenesis.

· An organism arises from a fertilized egg cell as the result of three interrelated processes: cell division, cell differentiation, and morphogenesis.

· Through a succession of mitotic cell divisions, the zygote gives rise to a large number of cells.

· Cell division alone would produce only a great ball of identical cells.

· During development, cells become specialized in structure and function, undergoing cell differentiation.
· Different kinds of cells are organized into tissues and organs.

· The physical processes that give an organism its shape constitute morphogenesis, the “creation of form.”

· The processes of cell division, differentiation, and morphogenesis overlap during development.

· Early events of morphogenesis lay out the basic body plan very early in embryonic development.

· These include establishing the head of an animal embryo or the roots of a plant embryo.

· Later morphogenetic events establish relative locations within smaller regions of the embryo, such as the digits on a vertebrate limb.

· The overall schemes of morphogenesis in animals and plants are very different.

· In animals, but not in plants, movements of cells and tissues are necessary to transform the embryo into the characteristic 3-D form of the organism.

· In plants, morphogenesis and growth in overall size are not limited to embryonic and juvenile periods but occur throughout the life of the plant.

· Apical meristems, perpetually embryonic regions in the tips of shoots and roots, are responsible for the plant’s continual growth and formation of new organs, such as leaves and roots.

· In animals, ongoing development in adults is restricted to the generation of cells, such as blood cells, that must be continually replenished.

B. Differential Gene Expression

· During differentiation and morphogenesis, embryonic cells behave and function in ways different from one another, even though all of them have arisen from the same zygote.

· The differences between cells in a multicellular organism come almost entirely from differences in gene expression, not differences in the cell’s genomes.

· These differences arise during development, as regulatory mechanisms turn specific genes off and on.

1. Different types of cells in an organism have the same DNA.

· Much evidence supports the conclusion that nearly all the cells of an organism have genomic equivalence—that is, they all have the same genes.

· An important question that emerges is whether genes are irreversibly inactivated during differentiation.

· One experimental approach to the question of genomic equivalence is to try to generate a whole organism from differentiated cells of a single type.

· In many plants, whole new organisms can develop from differentiated somatic cells.

· During the 1950s, F. C. Steward and his students found that differentiated root cells removed from the root could grow into normal adult plants when placed in a medium culture.

· These cloning experiments produced genetically identical individuals, popularly called clones.
· The fact that a mature plant cell can dedifferentiate (reverse its function) and give rise to all the different kinds of specialized cells of a new plant shows that differentiation does not necessarily involve irreversible changes in the DNA.

· In plants, at least, cells can remain totipotent.
· They retain the zygote’s potential to form all parts of the mature organism.

· Plant cloning is now used extensively in agriculture.

· Differentiated cells from animals often fail to divide in culture, much less develop into a new organism.

· Animal researchers have approached the genomic equivalence question by replacing the nucleus of an unfertilized egg or zygote with the nucleus of a differentiated cell.

· The pioneering experiments in nuclear transplantation were carried out by Robert Briggs and Thomas King in the 1950s and extended later by John Gordon in the 1980s.

· They destroyed or removed the nucleus of a frog egg and transplanted a nucleus from an embryonic or tadpole cell from the same species into an enucleated egg.

· The ability of the transplanted nucleus to support normal development is inversely related to the donor’s age.

· Transplanted nuclei from relatively undifferentiated cells from an early embryo lead to the development of most eggs into tadpoles.

· Transplanted nuclei from fully differentiated intestinal cells lead to fewer than 2% of the cells developing into normal tadpoles.

· Most of the embryos failed to make it through even the earliest stages of development.

· Developmental biologists agree on several conclusions about these results.

· First, nuclei do change in some ways as cells differentiate.

· While the DNA sequences do not change, histones may be modified or DNA may be methylated.

· In frogs and most other animals, nuclear “potency” tends to be restricted more and more as embryonic development and cell differentiation progress.

· However, chromatin changes are sometimes reversible, and the nuclei of most differentiated animal cells probably have all the genes required for making an entire organism.

· The ability to clone mammals using nuclei or cells from early embryos has long been possible.

· In 1997, Scottish researchers announced the birth of Dolly, a lamb cloned from an adult sheep by nuclear transplantation from a differentiated mammary cell.

· The mammary cells were fused with sheep egg cells whose nuclei had been removed.

· The resulting cells divided to form early embryos, which were implanted into surrogate mothers.

· One of several hundred implanted embryos completed normal development.

· In 2003, Dolly developed a lung disease usually seen in much older sheep and was euthanized.

· Dolly’s premature death as well as her arthritis led to speculation that her cells were older than those of a normal sheep, possibly reflecting incomplete reprogramming of the original transplanted nucleus.

· Since 1997, cloning has been demonstrated in numerous mammals, including mice, cats, cows, horses, and pigs.

· The possibility of cloning humans raises unprecedented ethical issues.

· In most cases, the goal is to produce new individuals.

· This is known as reproductive cloning.
· These experiments have led to some interesting results.

· Cloned animals in the same species do not look or behave identically.

· Clearly, environmental influences and random phenomena can play a significant role during development.

· The successful cloning of various mammals raised interest in human cloning.

· In early 2004, South Korean researchers reported success in the first step of reproductive cloning of humans.

· Nuclei from differentiated human cells were transplanted into unfertilized enucleated eggs.

· The eggs divided, and some embryos reached the blastocyst stage before development was halted.

· In most nuclear transplantation studies, only a small percentage of cloned embryos develop normally to birth.

· Like Dolly, many cloned animals have various defects, such as obesity, pneumonia, liver failure, and premature death.

· In the nuclei of fully differentiated cells, a small subset of genes is turned on and the expression of the rest is repressed.

· This regulation is often the result of epigenetic changes in chromatin, such as the acetylation of histones or the methylation of DNA.

· Many of these changes must be reversed in the nucleus of the donor animal in order for genes to be expressed or repressed appropriately for early stages of development.

· Researchers have found that the DNA in embryonic cells from cloned embryos, like that of differentiated cells, often has more methyl groups than does the DNA in equivalent cells from uncloned embryos of the same species.

· Because DNA methylation helps regulate gene expression, methylated DNA of donor nuclei may interfere with the pattern of gene expression necessary for normal embryonic development.

· Another hot research area involves stem cells.
· A stem cell is a relatively unspecialized cell that can reproduce itself and, under appropriate conditions, differentiate into specialized cell types.

· In addition to contributing to the study of differentiation, stem cell research has enormous potential in medicine.

· The ultimate goal is to supply cells for the repair of damaged or diseased organs.

· For example, providing insulin-producing pancreatic cells to diabetics or certain brain cells to individuals with Parkinson’s disease could cure these diseases.

· Many early animal embryos contain totipotent stem cells, which can give rise to differentiated cells of any type.

· In culture, these embryonic stem cells reproduce indefinitely and can differentiate into various specialized cells.

· The adult body has various kinds of stem cells, which replace nonreproducing specialized cells.

· Adult stem cells are said to be pluripotent, able to give rise to many, but not all, cell types.

· For example, stem cells in the bone marrow give rise to all the different kinds of blood cells.

· The adult brain contains stem cells that continue to produce certain kinds of nerve cells.

· Although adult animals have only tiny numbers of stem cells, scientists are learning to identify, isolate, and culture these cells from various tissues.

· Under some culture conditions, with the addition of specific growth factors, cultured adult stem cells can differentiate into multiple types of specialized cells.

· Stem cells from early embryos are somewhat easier to culture than those from adults and can produce differentiated cells of any type.

· Embryonic stem cells are currently obtained from embryos donated by parents undergoing fertility treatments, or from long-term cell cultures originally established with cells isolated from donated embryos.

· Because the cells are derived from human embryos, their use raises ethical and political issues.

· With the recent cloning of human embryos to the blastocyst stage, scientists might be able to use these clones as the source of embryonic stem cells in the future.

· When the major aim of cloning is to produce embryonic stem cells to treat disease, the process is called therapeutic cloning.
· Opinions vary about the morality of therapeutic cloning.

2. Different cell types make different proteins, usually as a result of transcriptional regulation.

· During embryonic development, cells become visibly different in structure and function as they differentiate.

· The earliest changes that set a cell on a path to specialization show up only at the molecular level.

· Molecular changes in the embryo drive the process, termed determination, which leads up to observable differentiation of a cell.

· At the end of this process, an embryonic cell is irreversibly committed to its final fate.

· If a determined cell is experimentally placed in another location in the embryo, it will differentiate as if it were in its original position.

· The outcome of determination—cell differentiation—is caused by the expression of genes that encode tissue-specific proteins.
· These give a cell its characteristic structure and function.

· Differentiation begins with the appearance of mRNA and is finally observable in the microscope as changes in cellular structure.

· In most cases, the pattern of gene expression in a differentiated cell is controlled at the level of transcription.

· Cells produce the proteins that allow them to carry out their specialized roles in the organism.

· For example, lens cells, and only lens cells, devote 80% of their capacity for protein synthesis to making just one type of protein, crystallin proteins.

· These form transparent fibers that allow the lens to transmit and focus light.

· Similarly, skeletal muscle cells have high concentrations of proteins specific to muscle tissues, such as a muscle-specific version of the contractile protein myosin and the structural protein actin.

· They also have membrane receptor proteins that detect signals from nerve cells.

· Muscle cells develop from embryonic precursors that have the potential to develop into a number of alternative cell types, including cartilage cells, fat cells, or multinucleate muscle cells.

· As the muscle cells differentiate, they become myoblasts and begin to synthesize muscle-specific proteins.

· They fuse to form mature, elongated, multinucleate skeletal muscle cells.

· Researchers developed the hypothesis that certain muscle-specific regulatory genes are active in myoblasts, leading to muscle cell determination.

· To test this, researchers isolated mRNA from cultured myoblasts and used reverse transcriptase to prepare a cDNA library containing all the genes that are expressed in cultured myoblasts.

· Transplanting these cloned genes into embryonic precursor cells led to the identification of several “master regulatory genes” that, when transcribed and translated, commit the cells to become skeletal muscle.

· One of these master regulatory genes is called myoD, a transcription factor.

· myoD encodes MyoD protein, which binds to specific control elements and stimulates the transcription of various genes, including some that encode for other muscle-specific transcription factors.

· These secondary transcription factors activate the muscle protein genes.

· MyoD also stimulates expression of the myoD gene itself, perpetuating its effect in maintaining the cell’s differentiated state.

· MyoD protein is capable of changing fully differentiated nonmuscle cells into muscle cells.

· However, not all cells will transform.

· Nontransforming cells may lack a combination of regulatory proteins, in addition to MyoD.

3. Transcriptional regulation is directed by maternal molecules in the cytoplasm and signals from other cells.

· Two sources of information “tell” a cell, such as a myoblast or even the zygote, which genes to express at any given time.

· One source of information is the cytoplasm of the unfertilized egg cell, which contains RNA and protein molecules encoded by the mother’s DNA.

· Messenger RNA, proteins, other substances, and organelles are distributed unevenly in the unfertilized egg.

· This impacts embryonic development in many species.

· Maternal substances that influence the course of early development are called cytoplasmic determinants.
· These substances regulate the expression of genes that affect the developmental fate of the cell.

· After fertilization, the cell nuclei resulting from mitotic division of the zygote are exposed to different cytoplasmic environments.

· The set of cytoplasmic determinants a particular cell receives helps determine its developmental fate by regulating expression of the cell’s genes during the course of cell differentiation.

· The other important source of developmental information is the environment around the cell, especially signals impinging on an embryonic cell from other nearby embryonic cells.

· In animals, these include contact with cell-surface molecules on neighboring cells and the binding of growth factors secreted by neighboring cells.

· In plants, the cell-cell junctions known as plasmodesmata allow signal molecules to pass from one cell to another.

· The synthesis of these signals is controlled by the embryo’s own genes.

· These signal molecules cause induction, triggering observable cellular changes by causing a change in gene expression in the target cell.

C. Genetic and Cellular Mechanisms of Pattern Formation

· Before morphogenesis can shape an animal or plant, the organism’s body plan must be established.

· Cytoplasmic determinants and inductive signals contribute to pattern formation, the development of spatial organization in which the tissues and organs of an organism are all in their characteristic places.

· Pattern formation continues throughout the life of a plant in the apical meristems.

· In animals, pattern formation is mostly limited to embryos and juveniles.

· Pattern formation begins in the early embryo, when the major axes of an animal and the root-shoot axis of the plant are established.

· The molecular cues that control pattern formation, positional information, tell a cell its location relative to the body axes and to neighboring cells.

· They also determine how the cells and their progeny will respond to future molecular signals.

1. Drosophila development is controlled by a cascade of gene activations.

· Pattern formation has been most extensively studied in Drosophila melanogaster, where genetic approaches have had spectacular success.

· These studies have established that genes control development and have identified the key roles that specific molecules play in defining position and directing differentiation.

· Combining anatomical, genetic, and biochemical approaches in the study of Drosophila development, researchers have discovered developmental principles common to many other species, including humans.

· Fruit flies and other arthropods have a modular construction, an ordered series of segments.

· These segments make up the three major body parts: the head, thorax (with wings and legs), and abdomen.

· Like other bilaterally symmetrical animals, Drosophila has an anterior-posterior axis and a dorsal-ventral axis.

· Cytoplasmic determinants in the unfertilized egg provide positional information for the two developmental axes before fertilization.

· After fertilization, positional information establishes a specific number of correctly oriented segments and finally triggers the formation of each segment’s characteristic structures.

· The Drosophila egg cell develops in the female’s ovary, surrounded by ovarian cells called nurse cells and follicle cells that supply the egg cell with nutrients, mRNAs, and other substances needed for development.

· Development of the fruit fly from egg cell to adult fly occurs in a series of discrete stages.

1. Mitosis follows fertilization and egg laying.

· Early mitosis occurs without growth of the cytoplasm and without cytokinesis, producing one big multinucleate cell.

2. At the tenth nuclear division, the nuclei begin to migrate to the periphery of the embryo.

3. At division 13, the cytoplasm partitions the 6,000 or so nuclei into separate cells.

· The basic body plan—including body axes and segment boundaries—has already been determined by this time.

· A central yolk nourishes the embryo, and the eggshell continues to protect it.

4. Subsequent events in the embryo create clearly visible segments, which at first look very much alike.

5. Some cells move to new positions, organs form, and a wormlike larva hatches from the shell.

· During three larval stages, the larva eats, grows, and molts.

6. During the third larval stage, the larva transforms into the pupa enclosed in a case.

7. Metamorphosis, the change from larva to adult fly, occurs in the pupal case, and the fly emerges.

· Each segment is anatomically distinct, with characteristic appendages.

· The results of detailed anatomical observations of development in several species and experimental manipulations of embryonic tissues laid the groundwork for understanding the mechanisms of development.

· In the 1940s, Edward B. Lewis demonstrated that the study of mutants could be used to investigate Drosophila development.

· He studied bizarre developmental mutations and located the mutations on the fly’s genetic map.

· This research provided the first concrete evidence that genes somehow direct the developmental process.

· In the late 1970s, Christiane Nüsslein-Volhard and Eric Weischaus pushed the understanding of early pattern formation to the molecular level.

· Their goal was to identify all the genes that affect segmentation in Drosophila, but they faced three problems.

· Because Drosophila has about 13,700 genes, there could be only a few genes affecting segmentation or so many that the pattern would be impossible to discern.

· Mutations that affect segmentation are likely to be embryonic lethals, leading to death at the embryonic or larval stage.

· Because flies with embryonic lethal mutations never reproduce, they cannot be bred for study.

· Because of maternal effects on axis formation in the egg, researchers also need to study maternal genes.

· Nüsslein-Volhard and Wieschaus focused on recessive mutations that could be propagated in heterozygous flies.

· After mutating flies, they looked for dead embryos and larvae with abnormal segmentation among the fly’s descendents.

· Through appropriate crosses, they could identify living heterozygotes carrying embryonic lethal mutations.

· They hoped that the segmental abnormalities would suggest how the affected genes normally functioned.

· Nüsslein-Volhard and Wieschaus identified 1,200 genes essential for embryonic development.

· About 120 of these were essential for pattern formation leading to normal segmentation.

· After several years, they were able to group the genes by general function, map them, and clone many of them.

· Their results, combined with Lewis’s early work, created a coherent picture of Drosophila development.

· In 1995, Nüsslein-Volhard, Wieschaus, and Lewis were awarded the Nobel Prize.

2. Gradients of maternal molecules in the early embryo control axis formation.

· Cytoplasmic determinants establish the axes of the Drosophila body.

· Substances are produced under the direction of maternal effect genes that are deposited in the unfertilized egg.

· When a maternal effect gene is mutated, the offspring has an abnormal mutant phenotype.

· In fruit fly development, maternal effect genes encode proteins or mRNA that are placed in the egg while it is still in the ovary.

· When the mother has a mutated gene, she makes a defective gene product (or none at all), and her eggs will not develop properly when fertilized.

· These maternal effect genes are also called egg-polarity genes, because they control the orientation of the egg and consequently the fly.

· One group of genes sets up the anterior-posterior axis, while a second group establishes the dorsal-ventral axis.

· One of these, the bicoid gene, affects the front half of the body.

· An embryo whose mother has a mutant bicoid gene lacks the front half of its body and has duplicate posterior structures at both ends.

· This suggests that the product of the mother’s bicoid gene is essential for setting up the anterior end of the fly.

· It also suggests that the gene’s products are concentrated at the future anterior end.

· This is a specific version of a general gradient hypothesis, in which gradients of morphogens establish an embryo’s axes and other features.

· Using DNA technology and biochemical methods, researchers were able to clone the bicoid gene and use it as a probe for bicoid mRNA in the egg.

· As predicted, the bicoid mRNA is concentrated at the extreme anterior end of the egg cell.

· After the egg is fertilized, bicoid mRNA is transcribed into bicoid protein, which diffuses from the anterior end toward the posterior, resulting in a gradient of proteins in the early embryo.

· Injections of pure bicoid mRNA into various regions of early embryos results in the formation of anterior structures at the injection sites as the mRNA is translated into protein.

· The bicoid research is important for three reasons.

1. It identified a specific protein required for some of the earliest steps in pattern formation.

2. It increased our understanding of the mother’s role in development of an embryo.

· As one developmental biologist put it, “Mom tells Junior which way is up.”

3. It demonstrated a key developmental principle that a gradient of molecules can determine polarity and position in the embryo.

· Gradients of specific proteins determine the posterior end as well as the anterior and also are responsible for establishing the dorsal-ventral axis.

3. A cascade of gene activations sets up the segmentation pattern in Drosophila.

· The bicoid protein and other morphogens are transcription factors that regulate the activity of some of the embryo’s own genes.

· Gradients of these morphogens bring about regional differences in the expression of segmentation genes, the genes that direct the actual formation of segments after the embryo’s major axes are defined.

· In a cascade of gene activations, sequential activation of three sets of segmentation genes provides the positional information for increasingly fine details of the body plan.

· The three sets are called gap genes, pair-rule genes, and segment polarity genes.

· The products of many segmentation genes are transcription factors that directly activate the next set of genes in the hierarchical scheme of pattern formation.

· Other segmentation proteins operate more indirectly.

· Some are components of cell-signaling pathways, including signal molecules used in cell-cell communication and the membrane receptors that recognize them.

· Working together, the products of egg-polarity genes such as bicoid regulate the regional expression of gap genes, which control the localized expression of pair-rule genes, which in turn activate specific segment polarity genes in different parts of each segment.

· The boundaries and axes of segments are set by this hierarchy of genes (and their products).

4. Homeotic genes direct the identity of body parts.

· In a normal fly, structures such as antennae, legs, and wings develop on the appropriate segments.

· The anatomical identity of the segments is controlled by master regulatory genes, the homeotic genes.
· Discovered by Edward Lewis, these genes specify the types of appendages and other structures that each segment will form.

· Mutations to homeotic genes produce flies with such strange traits as legs growing from the head in place of antennae.

· Structures characteristic of a particular part of the animal arise in the wrong place.

· Like other developmental genes, the homeotic genes encode transcription factors that control the expression of genes responsible for specific anatomical structures.

· For example, a homeotic protein made in a thoracic segment may activate genes that bring about leg development, while a homeotic protein in a certain head segment activates genes for antennal development.

· A mutant version of this protein may label a segment as “thoracic” instead of “head,” causing legs to develop in place of antennae.

· Scientists are now working to identify the genes activated by the homeotic proteins—the genes specifying the proteins that actually build the fly structures.

· Amazingly, many of the molecules and mechanisms that regulate development in the Drosophila embryo have close counterparts throughout the animal kingdom.

5. Neighboring cells instruct other cells to form particular structures: cell signaling and induction in the nematode.

· The development of a multicellular organism requires close communication among cells.

· Signals generated by neighboring nurse cells trigger the localization of bicoid mRNA in the egg of the Drosophila.

· Once the embryo is truly multicellular, cells signal nearby cells to change in a specific way, in a process called induction.

· Induction brings about cell differentiation through transcriptional regulation of specific genes.

· The nematode C. elegans has proved to be a very useful model organism for investigating the roles of cell signaling, induction, and programmed cell death in development.

· Researchers know the entire ancestry of every cell in the body of an adult C. elegans—the organism’s complete cell lineage.
· As early as the four-cell stage in C. elegans, cell signaling helps direct daughter cells down appropriate pathways.

· Researchers have combined genetic, biochemical, and embryological approaches to study the development of the vulva, through which the worm lays its eggs.

· The pathway from fertilized egg to adult nematode involves four larval stages (during which the larvae look much like smaller versions of the adult) during which this structure develops.

· Already present on the ventral surface of the second-stage larva are six cells from which the vulva will arise.

· A single cell in the embryonic gonad, the anchor cell, initiates a cascade of signals that establishes the fate of the six vulval precursor cells.

· If an experimenter destroys the anchor cell with a laser beam, the vulva fails to form and the precursor cells simply become part of the worm’s epidermis.

· Secreted factors or cell-surface proteins bind to receptors on the recipient cell, initiating intracellular signal transduction pathways.

· This example illustrates a number of important concepts that apply to development of C. elegans and many other animals.

· In the developing embryo, sequential inductions drive organ formation.

· The effect of an inducer can depend on its concentration.

· Inducers produce their effects via signal transduction pathways similar to those operating in adult cells.

· The induced cell’s response is often the activation of genes—transcriptional regulation—that, in turn, establishes a pattern of gene activity characteristic of a particular kind of differentiated cell.

· Lineage analysis of C. elegans highlights another outcome of cell signaling, programmed cell death, or apoptosis.
· The timely suicide of cells occurs exactly 131 times in the course of C. elegans’s normal development.

· At precisely the same points in development, signals trigger the activation of a cascade of “suicide” proteins in the cells destined to die.

· During apoptosis, a cell shrinks and becomes lobed (called “blebbing”), the nucleus condenses, and the DNA is fragmented.

· Neighboring cells quickly engulf and digest the membrane-bound remains, leaving no trace.

· Genetic screening of C. elegans has revealed two key apoptosis genes, ced-3 and ced-4 (ced stands for cell death), which encode proteins (Ced-3 and Ced-4) that are essential for apoptosis.

· In C. elegans, a protein in the outer mitochondrial membrane called Ced-9 (the product of ced-9) is a master regulator of apoptosis.

· ced-9 acts as a brake in the absence of a signal promoting apoptosis.

· When the cell receives an external death signal, Ced-9 is inactivated, allowing both Ced-4 and Ced-3 to be active.

· The apoptosis pathway activates proteases and nucleases to cut up the proteins and DNA of the cell.

· The main proteases of apoptosis are called caspases.
· In nematodes, Ced-3 is the chief caspase—the main protease of apoptosis.

· Apoptosis is regulated not at the level of transcription or translation, but through changes in the activity of proteins that are continually present in the cell.

· Apoptosis pathways in humans and other mammals are more complicated.

· Research on mammals has revealed a prominent role for mitochondria in apoptosis.

· Signals from apoptosis pathways or others somehow cause the outer mitochondrial membrane to leak, releasing proteins that promote apoptosis.

· Surprisingly, these proteins include cytochrome c, which functions in mitochondrial electron transport in healthy cells but acts as a cell death factor when released from mitochondria.

· Still controversial is whether mitochondria play a central role in apoptosis or only a subsidiary role.

· A cell must make a life-or-death “decision” by somehow integrating both the “death” and “life” (growth factor) signals that it receives.

· A built-in cell suicide mechanism is essential to development in all animals.

· Similarities between the apoptosis genes in mammals and nematodes, as well as the observation that apoptosis occurs in multicellular fungi and unicellular yeast, indicate that the basic mechanism evolved early in animal evolution.

· The timely activation of apoptosis proteins in some cells functions during normal development and growth in both embryos and adults.

· It is part of the normal development of the nervous system, normal operation of the immune system, and normal morphogenesis of human hands and feet.

· A low level of apoptosis in developing limbs accounts for the webbed feet of ducks.

· Problems with the cell suicide mechanism may have health consequences, ranging from minor to serious.

· Failure of normal cell death during morphogenesis of the hands and feet can result in webbed fingers and toes.

· Researchers are also investigating the possibility that certain degenerative diseases of the nervous system result from inappropriate activation of the apoptosis genes.

· Others are investigating the possibility that some cancers result from a failure of cell suicide that normally occurs if the cell has suffered irreparable damage, especially DNA damage.

· Damaged cells normally generate internal signals that trigger apoptosis.

6. Plant development depends on cell signaling and transcriptional regulation.

· The genetic analysis of plant development, using model organisms such as Arabidopsis, has lagged behind that of animal models.

· Biologists are just beginning to understand the molecular basis of plant development.

· In general, cell linage is less important for pattern formation in plants than in animals.

· Many plant cells are totipotent, and their fates depend more on positional information than on cell lineage.

· Plant development, like that of animals, depends on cell signaling (induction) and transcriptional regulation.

· The embryonic development of most plants occurs in seeds that are relatively inaccessible to study.

· However, other important aspects of plant development are observable in plant meristems, particularly the apical meristems at the tips of shoots.

· These give rise to new organs, such as leaves or the petals of flowers.

· Environmental signals (such as day length or temperature) trigger signal transduction pathways that convert ordinary shoot meristems to floral meristems.

· A floral meristem is a “bump” with three cell layers, all of which participate in the formation of a flower with four types of organs: carpels (containing egg cells), petals, stamens (containing sperm-bearing pollen), and sepals (leaflike structures outside the petals).

· To examine induction of the floral meristem, researchers grafted stems from a mutant tomato plant onto a wild-type plant and then grew new plants from the shoots at the graft sites.

· Plants homozygous for the mutant allele fasciated (f) produce flowers with an abnormally large number of organs.

· The new plants were chimeras, organisms with a mixture of genetically different cells.

· Some of the chimeras produced floral meristems in which the three cell layers did not all come from the same “parent.”

· The number of organs per flower depends on genes of the L3 (innermost) cell layer.

· This induces the L2 and L1 layers to form that number of organs.

· In contrast to genes controlling organ number in flowers, genes controlling organ identity (organ identity genes) determine the types of structure that will grow from a meristem.

· In Arabidopsis and other plants, organ identity genes are analogous to homeotic genes in animals and are often referred to as plant homeotic genes.

· Mutations cause plant structures to grow in unusual places, such as carpels in the place of sepals.

· Researchers have identified and cloned a number of floral identity genes, and they are beginning to determine how they act.

· In plants with a “homeotic” mutation, specific organs are missing or repeated.

· Like the homeotic genes of animals, the organ identity genes of plants encode transcription factors that regulate specific target genes by binding to their enhancers in the DNA.

7. Homeobox genes have been highly conserved in evolution.

· Biologists in the field of evolutionary developmental biology, or “evo-devo,” compare developmental processes of different multicellular organisms.
· Their aim is to understand how developmental processes have evolved and how changes in the processes can modify existing organismal features or lead to new ones.

· Biologists are finding that the genomes of related species with strikingly different forms may have only minor differences in gene sequence or regulation.

· All homeotic genes of Drosophila include a 180-nucleotide sequence called the homeobox, which specifies a 60-amino-acid homeodomain.
· An identical, or very similar, sequence of nucleotides (often called Hox genes) is found in many other animals, including humans.

· The vertebrate genes homologous to the homeotic genes of fruit flies have even kept their chromosomal arrangement.

· Related sequences have been found in the regulatory genes of plants, yeasts, and even prokaryotes.

· The homeobox DNA sequence must have evolved very early in the history of life and is sufficiently valuable that it has been conserved virtually unchanged in animals and plants for hundreds of millions of years.

· Most, but not all, homeobox-containing genes are homeotic genes that are associated with development.

· For example, in Drosophila, homeoboxes are present not only in the homeotic genes, but also in the egg-polarity gene bicoid, in several segmentation genes, and in the master regulatory gene for eye development.

· The homeobox-encoded homeodomain is part of a protein that binds to DNA when the protein functions as a transcriptional regulator.

· However, the shape of the homeodomain allows it to bind to any DNA segment.

· Other, more variable, domains of the overall protein determine which genes it will regulate.

· Interaction of these latter domains with still other transcription factors helps a homeodomain-protein recognize specific enhancers in the DNA.

· Proteins with homeodomains probably regulate development by coordinating the transcription of batteries of developmental genes.

· In Drosophila, different combinations of homeobox genes are active in different parts of the embryo and at different times, leading to pattern formation.

· Many other genes involved in development are highly conserved from species to species.

· These include numerous genes encoding components of signaling pathways.

· How can the same genes be involved in the development of so many different animals?

· In some cases, small changes in regulatory sequences of particular genes can lead to major changes in body form.

· For example, varying expression of the Hox genes along the body axis produce different numbers of leg-bearing segments in insects and crustaceans.

· Plants also have homeobox-containing genes.

· However, they do not appear to function as master regulatory switches in plants.

· Other genes appear to be responsible for pattern formation in plants.

8. There are some basic similarities—and many differences—in the development of plants and animals.

· The last common ancestor of plants and animals was a single-celled microbe living hundreds of millions of years ago, so the processes of development evolved independently in the two lineages.

· Plants have rigid cell walls that prevent cell movement, while morphogenetic movements are very important in animals.

· Morphogenesis in plants is dependent on differing planes of cell division and selective cell enlargement.

· Nevertheless, there are some basic similarities of development.

· In both plants and animals, development relies on a cascade of transcriptional regulators turning on or off genes in a finely tuned series.
· The genes that direct these processes are very different in plants and animals.
· Quite a few of the master regulatory switches in Drosophila are homeobox-containing Hox genes.
· Those in Arabidopsis belong to the Mads-box family of genes.
· Although homeobox-containing genes can be found in plants and Mads-box genes can be found in animals, they do not play the same major roles in development in plants and animals.
· The unity of life is reflected in the similarity of biological mechanisms used to establish body pattern, although the exact genes directing develop may differ.
· The similarities reflect the common ancestry of life on Earth, while the differences have created the diversity of living organisms.
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